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Intermediate-Mass Black Holes
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Figure 1. Cutout images of the cores of M15, M19, and M22. Each image has an identical stretch and contrast; the angular scales are listed. The red circles mark
the 100 M! Brownian search radii (Section 3.1) around the photometric centers. Only M15 has central sources, which are all known: 1, AC 211; 2, M15 X-2; 3,
PSR B2127+11A.
(A color version of this figure is available in the online journal.)

The resolution of our M22 and M19 images is ∼1.′′4 × 0.′′9, and
∼0.′′8 × 0.′′5 for M15.

Data were reduced using standard routines in CASA and
AIPS. Each observing block was edited for bad data and
interference and then calibrated. The two calibrated basebands
were split off from one another, and all data for a given object
and baseband were concatenated in the uv plane and imaged
with a Briggs robust weighting of 1. There is a bright extended
source near M15’s core (the planetary nebula K648), so we
self-calibrated these data to minimize sidelobes. To obtain the
deepest combined image possible for each GC, we smoothed
the image from the higher-frequency baseband to the resolution
of the 5.0 GHz image and averaged these two images together,
providing an rms sensitivity of 1.5 µJy beam−1 for M19 and
M22, and 2.1 µJy beam−1 for M15.

3. RESULTS

3.1. Cluster Centers

Our principal result is that there is no significant radio con-
tinuum source at any position consistent with the photometric
center of any of our GCs. For M19 and M22, the closest 5σ
sources to the cluster centers are at respective angular separa-
tions of 28′′ and 16′′. M15 has three sources close to the center,
and all are known: the X-ray binaries AC 211 and M15 X-2
(Johnston et al. 1991; Miller-Jones et al. 2011) and the pulsar
PSR B2127+11A (Wolszczan et al. 1989). The closest uniden-
tified source to the photometric center of M15 is at ∼11′′.

For M15 and M22, the centers are from ellipse fitting of re-
solved star counts in Hubble Space Telescope (HST)/Advanced
Camera for Surveys data, with uncertainties of 0.′′2 and 0.′′8
(Goldsbury et al. 2010). The M19 center (uncertainty ∼1.′′1) is
from Picard & Johnston (1995), from ground-based imaging.

The uncertainty in the photometric center is only one com-
ponent of the overall uncertainty in the possible location of a
central IMBH. Encounters with passing stars will perturb the
IMBH from the center, and in the mass regime under consid-
eration the perturbations can be significant. For an assumed
Plummer model, Chatterjee et al. (2002; see also van der Marel
& Anderson 2010) predict that the variance of mean-squared
one-dimensional deviations will be: 〈x2〉 = (2/9)(m∗/MBH)r2

c ,
where m∗ = 〈m2〉/〈m〉 over the stars in the core, MBH is the
IMBH mass, and rc is the Plummer core radius. Because mass

segregation can deplete the core of low-mass stars, we adopt a
conservative value of m∗ = 1 M!. For MBH, the most conser-
vative assumption is the defined lower mass limit for an IMBH:
MBH = 100 M!. For this set of conservative assumptions, the
formula above suggests that the typical displacement from the
center is ∼5% of the core radius. For our actual 3σ IMBH
mass limits (see Section 3.3), the displacements are !1% of the
core radius and smaller than the uncertainties in the photometric
centers.

M22 has by far the largest core radius of the three GCs;
McLaughlin & van der Marel (2005) find a King radius
r0 = 85′′. Using the equation above, we estimate the typical
one-dimensional deviation of a 100 M! IMBH in the core of
M22 to be ∼4′′. The cores of M15 and M19 are much smaller
than in M22, with predicted deviations of 0.′′2 and 1.′′3. In all
cases the closest unidentified 5σ sources to the cluster centers
are all at much larger angular separations than these values.
Images of the cores of all of the clusters are shown in Figure 1.
The previously unknown non-central sources will be discussed
in future papers.

We conclude that there are no candidate IMBH detections
in any of the clusters, even when considering offsets from the
photometric center due to Brownian motion.

3.2. Upper Limits on Central Sources

Because of the combined effects of Brownian motion and
the uncertainties in the cluster photometric centers, we report
upper limits for central point sources on the basis of the noise
properties of the central region of the image as a whole,
rather than a flux density limit at the location of the beam
corresponding to the center.

The 3σ rms flux density in the cores of M19 and M22 is
4.5 µJy; in M15 it is 6.3 µJy. These limits are given in Table 1.
We use these values to calculate 3σ upper limits on the masses
of central IMBHs. M19 and M22 have no previously published
limits on a central point source; Bash et al. (2008) give a 3σ
limit of 25.5 µJy at 8.6 GHz for M15.

3.3. IMBH Mass Limits

Here we translate the flux density upper limits from
Section 3.2 into corresponding limits on the masses of accret-
ing IMBHs. We follow the basic method outlined in Maccarone
& Servillat (2008; see also Maccarone et al. 2005): we predict

2



Nora Lützgendorf, MODEST14 / 21

Motivation

How much accretion would we expect from 
an IMBH in a Globular Cluster??
Simulate accretion from stellar winds onto 
the IMBH!
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Codes - Gravity

Gravity Codes in AMUSE: Gravitational dynamics 40

Table 3.1. Certain reasonable initial conditions for the solar system, from [13]
name type of code language Nmin Nmax softening parallel GPU
Hermite direct C++ 1 103 no/yes yes no
ph4 direct C++ 1 104 no/yes yes no
PhiGRAPE direct F77 1 104 no/yes yes no
HiGPUs direct C++ 1 104 no/yes yes yes
Brutus direct C++ 2 10 no yes no
SmallN direct C++ 2 10 no/yes yes no
Twobody Kepler Python 2 2 no no no
Mikkola PN direct F77 2 100 no no no
MI6 PN direct C++ 2 105 no/yes yes yes
Huayno symplectic C 2 103 no no no
Mercury sympelctic F77 2 104 no no no
octgrav treecode C++ 104 106 yes yes yes
Bonsai treecode CUDA 104 109 yes yes yes

and

1 channel_from_gravity_to_framework.copy_attribute (["x","y",
"z"])

Both are equivalent to

1 bodies.position = gravity.particles.position

Here the number of objects in bodies equal that of the gravity.particles and that the
identities have the same sequence.

Note that

1 bodies_as_set = gravity.copy()

makes a new copy of the gravity particles to the framework, rather than copying the particle’s
attributes.

We can now loop over smaller time intervals, for example of t end/16 and store the
snapshot at each of these moments in a file for further analysis or for making an anima-
tion. To improve the diagnostics we could print the energy error produced by the N-body
integrator at every diagnostics output interval, core parameters or Lagrangian radii.

We plot the resulting data file from the simulation using pyplot. An example code is
presented in Fig. 3.3.

3.2.3 Stopping conditions

Sometimes it is necessary to have a code decide to stop and hand the control back to the
framework rather than leaving that decision to the user. We call these events stopping
conditions.
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Codes - Stellar Evolution

Stellar Evolution Codes in AMUSE: Stellar evolution 48

Table 3.2. Stellar evolution codes incorporated in AMUSE.
name type of code language binary evolution internal structure
MESA Henyey F95 no yes
EVTWIN Henyey F77 yes yes
SSE/BSE parameterized F77 yes no
SeBa parameterized C++ yes no

we store the stellar luminosity, evolve it to a time t end and then acquire the current stellar
luminosity. In this minimal example we decided to directly copy the stellar luminosity
from the worker module to the framework script, rather than using a copy() function via a
channel.

3.3.0.1 Improving the stellar evolution solver

We can improve the stellar evolution solver by adding two new features to the code. First
thing would be to stored and possibly plot the results. For example to generate a track in
the Hertzsprung-Russel diagram. This is done in a similar was as to evolve a bunch of stars
in the gravity solver. After storing the stellar data in a file we can plot the result from a
small python/AMUSE script to visualize the results.

Evolving a single star is somewhat limited, maybe you would like to evolve an entire
population to study the isochrone. Instead of initializing a single star one could generate a
list of masses from some mass function. Any distribution will do, but from an observational
perspective the Salpeter [15] mass function seems to be rather popular. Because of its
popularity we incorporated a special function to initialize the masses for a Salpeter mass
function (alpha = -2.35) for N stars between a minimum and a maximum mass of Mmin
and Mmax, respectively.

1 m = new_salpeter_mass_distribution (N, Mmin , Mmax , alpha)
stellar.particles.add_particles(Particles(mass=m))

These masses can subsequently be given to Particles to generate an array of stars with
the appropriate mass.

Running the MESA stellar evolution package may take a while (up to several days), and for
most purposes simpler parameterized stellar evolution packages, like SeBa [21] or SSE [22]
may be sufficient. For generating a simple Hertzsprung-Russel diagram of a population of
stars at a certain age I recommend using one of the faster but simpler stellar evolution
modules rather than the full stellar evolution code, in particular if you do not require any
knowledge of the internal structure of a star.

In Fig. 3.4 we have plotted a Hertzsprung-Russel diagram of 1000 stars taken from a
Salpeter mass function between 0.1M! and 100M! and evolved to an age of 1Gyr. We
adapted solar metalicity and evolved the stars using SeBa, which took about 4 seconds.

3.3.1 Accessing stellar interiors

Several of the stellar evolution codes in AMUSE solve for the entire structure of the stellar
interior. With these, so called Henyey codes, it is possible to access the interior of the star
to. The interior is stored in python dictionaries which have then same number of entries as
the number of zones in the stellar evolution code. Modern stellar evolution codes often use
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Codes - Hydrodynamics

Hydrodynamics Codes in AMUSE: Hydrodynamics 55

Table 3.3. Hydrodynamics codes incorporated in AMUSE.
name type of code language parallel
Gadget-2 TreeSPH C yes
Fi TreeSPH F95 yes
Capreole grid F95 yes
Athena3D AMR C yes
AMRVAC AMR F95 yes

hydro.evolve_model(model_time)

In Listing 3.9 we present the simplest possible script for solving a hydrodynamics prob-
lem in AMUSE.

This hydro script doesn’t do much, but in the next few paragraphs we demonstrate that,
like with gravity and stellar evolution, it is quite possible to do some interesting experiments
with just hydrodynamics.

3.4.1 Improving the hydrodynamics solver

We can improve the hydrodynamics by running in small time increments after each of which
we print some diagnostics, as we did for the gravity solver (List. 3.1). Hydrodynamics
simulations tend to be used for nice animations, through which it is often quite easy to
convince an audience that the results are as robust as they look good. Most important and
rather simple changes to the solver are realized by constructing interesting initial conditions,
like disks, globules, shells, etc. Although the internal hydrodynamical parameters, like
internal energy, temperature and composition are also interesting to play with.

3.4.1.1 Sink particles

Two important aspect of hydrodynamics are the high range in densities (and therefor in
numerical time scales), and the possibility to accrete gaseous material onto another object.
To be able to treat those we incorporated a treatment for sink particles. In fact, in AMUSE
it is quite easy to make a particle a sink for the hydro dynamics. An example snippet is
given in Listing 3.10.

In the source we adopt two types of particle sets, the sources and the sinks. In the loop
over the sinks we check which hydro particles (the sources) are sufficiently near the sink to
be accreted. If they are near we add the mass, energy and angular momentum of the SPH
particle to the sink and remove the sink from the hydro repository of particles. It looks very
rudimentary, but it works very nicely.

3.4.1.2 Generating new sph particles

It is interesting to be able to generate new SPH particles at runtime, for example to improve
the resolution at a certain location or to simulate a gas outflow of some sort. This can be
relevant in cases where a star loses mass in a wind. In those cases new particles could
be created and released in a small volume (or on a surface) around the mass losing star or
other object that generates a gas outflow. The new particles can be given zero-velocity but
high temperature, in which case the SPH code will take care of the outflow and establishes
a wind-like outflow. Alternatively, the particles can be given a relatively low temperature
but kinetic energy directed away from the mass-generating source. It becomes interesting
when one tries both methods to see the difference these particle-release strategies have on
the results of the simulation.
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Bridge
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Stellar Wind
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Stellar Wind
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T = 0.8 Teff
Kudritzki & Puls (2000)
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Stellar Wind
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T = 0.8 Teff

v = v1

Kudritzki & Puls (2000)
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Stellar Wind
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T = 0.8 Teff

v = v1

Kudritzki & Puls (2000)
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Stellar Wind
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Accretion

•Spherical sink particle (Black Hole)

‣ Infall from all directions

•Bondi - Hoyle Accretion

‣ .

‣ COMPROMISE: 
Computational Efficiency - 
Point-Mass Accreter

‣ (Moeckel et al., 2009)

Racc = 0.05⇥RB

Coker & Melia (1997)

11



Nora Lützgendorf, MODEST14 / 21

Setup

















 



















• 27 S-Stars
‣ Age: 9 Myr
‣ Mass: 20 M
‣ Initial x and v from:  

Gilessen et al. (2010)
• Black Hole:
‣ Mass: 4.45 x 10  M 
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Cooling

     
 




























 

 
 
 

     
 





















     
 





























 

 
 
 

     
 























N = 1

N = 10
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Tests - One Star
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Tests - Convergence
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Tests - Accretion
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Movie - Particles
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Movie - Density
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Movie - Temperature
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Next Steps

20

1. FINISH TESTS

2. REFINE ACCRETION

‣ Accretion Radius

‣ Fractions of gas particles

3. MOVE TO SUPERCOMPUTER

‣ i.e., SARA

4. COMPARE TO OBSERVATIONS

5. EXTEND TO GLOBULAR CLUSTERS AND IMBHs
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Summary

• AMUSE - combining physics
‣ Gravitational Dynamics
‣ Stellar Evolution
‣ Hydrodynamics

• Testing accretion of stellar wind with S-Stars
‣ 27 Stars             
‣ Supermassive Black Hole (M = 4.45 x 10  M   )

• Next Steps:
1. Refine Accretion
2. Run on supercomputer
3. Extend to Globular Clusters and IMBHs
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