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Summary Introduction

Synthetic Balmer line profiles computed using 3@ne of the primary methods used in determining the effed¢aweperature of a cool star involves the comparison of syiathe
hydrodynamical model atmospheres have been coobserved Balmer line profiles. Temperature determinatmavased mostly on theaHine, since it is formed above the convective
pared differentially to 1D models of varying mixing-zone in solar metallicity stars, and is therefore nearlgms#tive to the mixing-length. However, in the case of mpt@ir stars,
length. Hy was found to become much less sensitiv@here the convective zone reaches further out in the atneospthe K line may be affected, and as a consequence, may not be
to temperature in metal-poor stars, and the profiles@dmpletely insensitive to the mixing-length.

H( and Hy were found to vary strongly with mixing- Synthetic spectra computed using 3D hydrodynamical momebspheres and 3D line formation have the property that &éney
length. Fora = 0.5, the 3D models gave cooler effecindependent of free parameters inherent to 1D models, suttteanixing-length. By comparing differentially 1D to 3D IBeer line
tive temperatures usingdiby 100-220 K for metal- profiles for a range of metallicities in cool stars, we expltre magnitude of the 3D temperature corrections for thess. s

poor stars, and by 50 K for solar metallicity. MOdel AtmOSphereS

The3D atmosphere modefsesented here were computed wit®°BOLD, a 3D radiation hydrodynamics code designed to model stlavection (see Freytag et al. 2002 or Wedemeyer
et al. 2004 for detalls). The integration of the equationbyafrodynamics is based on a conservative finite volume @gpbrasing an approximate Riemann solver of Roe type together
with avan Leer reconstruction scheme. The Roe solver was modified to hamdéxternal gravity field and an arbitrary tabulated equatdiostate (EOS). We use a realistic EOS table
specific to the chosen metallicity accounting for partiaization of hydrogen and helium (as well as Holecule formation).

The 3D non-local radiative transfer is solved on a systemmd rays, employing a modified Feautrier scheme. The wagtilatependence of the radiation field is treated by a mudtiygr
approach (Nordlund 1982) employing realistic MARCS bagealcdies. Strict LTE i1s assumed (no scattering), and rexhadressure Is ignored.

The simulations are performed on a Cartesian grid with éziaell size in the vertical direction. We apply perioditelal, as well as open top and bottom boundary conditions.
CO°BOLD radiation-hydrodynamics model atmospher€&s; is the effective temperature, Toig | ATo 1ns 1109 g [[MIH] [ X X Y x Z[Mm] | Ny X Ny X Ny | Nopm Nsnap t[s] Modelcode
AT s the RMS fluctuations around the averafig , log g the gravitational acceleration, 5779 ’ 134 44 00 560x560x2.25 140x140%x150 5 251 6000 d3gt57g44n57
[M/H] the metallicity, X x Y x Z the size of the computational boX], x N, x N, the ' ' ' ' .

number of grid pointsNV,,,, the number of frequency bands considered inythe solution 5924 714.5 -3.0 6'02)(6'02)(3'7{% 140x140x150 6 19/ 9500 d3t59g45mm30n01
the radiative transfer equatiotV,,,, the number of snapshots considered in the spect@B24 13/4.5 -2.0 7.00x7.00x3.95 140x140x150 6 10/ 9600 d3t63g45mm20n01
synthesis calculations, the time interval covered by the snapshots, and “Modelcae” 6556 14/4.5 -3.0) 8.40x8.40x3.96 140x140x150 6 12| 2400 d3t65g45mm30n01
internal identifier of the model sequence. 5505 15/ 3.5 -2.00  49.0x49.0x35.3 140x140x150 6 20148000 d3t55g35mm20n01

The 1D atmosphereare homogeneous hydrostatic models, and assume plarikigeametry. The same equation of state and opacities @OMBOLD are employed, allowing a direct
comparison with the 3D models with the exception of the freameters — mixing-length and microturbulence.

Mixing Length Parameter

Ry gy ot The convective energy transport in a 1D atmosphere modeéisicterized by the mixing-length,in units of the atmospheric pressure
\ scale height/,. The choice of the parameter= [/ H, depends on the details of the mixing-length theory used. IIhenodels
ook, I ‘ Y S \ | presented use the Mihalas (1978) formulation.
""" i, \\\ The choice ofr modifies the line profiles significantly, although it is geairassumed that & is hardly affected by this parameter.
8k, § L S L S 4 The plots on the left show the behaviour of the line profileglof(top), H3 (middle) and H (bottom) with various values af for
....... ‘3 11 atmospheres with metallicities of —3.0, —2.0 and solar, BRd= 6550, 6320 and 5870 K, respectively.
o7y “ I S ‘; o acos Ll As expected, at solar metallicities thevtgrofile is not very sensitive to the choice@f However, as the metallicity of the atmosphere
A . I et W) | a& is decreased, this is no longer the case. Models with teriresacooler by 100 K have been overplotted on the figure.drctise of
0620505%‘0 0620505 .‘e%‘aiio 0520505 io the star with [M/H] = -2.0, a change imfrom 0.5 to 1.0 corresponds to a change in temperature ofynE30 K, while a change in
o Anastroms  Angstroms 4 Anastroms from 1.0 to 2.0 translates to a change in effective tempezatfiover 100 K.
Temperature Sensitivity of ¢
The basic justification in usingddas a temperature indicator Is that the wings of the line aoagly temperature sensitive. At low«g - —— B T ]
metallicity, the sensitivity of Id to temperature is quite reduced compared to the strongtsegof the line at solar metallicity. ..t ] .......... ‘
In comparison, the higher series membeyr sthows a much higher sensitivity. Therefore, in a tempeeadnalysis of metal-poor l\\ ......... \ E-:.r:::::::::.-.-;;----.......,, R
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atmospheres, more weight should be place on higher seriebars.

The variation of the Balmer line profile with effective ternature, calculated using 1D models with a fixed mixing-lénofta, =  osf- -~ $1 _
0.5 is shown on the left. A similar comparison using thellde is shown on the right. The top profile shows the solar theitg .t = = LR E SN
models with temperatures ranging from 5580 K (top) to 5780#ttom). The lower profile shows models with lpg 4.5, [M/H]  — — = = = = = = == = = =

= -3.0, and temperatures ranging from 5720 K to 5920 K. Thélesdhave been offset for easy comparison.
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Discussion

500 e =05 + 300 e est0 + 300 e a=20 L . Temperatures are obtained by fitting 1D to 3D model profilad,solving
ok [ | i for the minimum RMS deviation between the models. The uaggies

2°°§ i 2005 | i overplotted are indicative of the sensitivity of the prcfik® temperature.
1°°§_ ‘°°§' i 1 * ‘°°§' ‘} ! ’%‘ % For example, as shown in the figure above (left), thelide for the model

°F 4 " i1 of ‘ : 1 ] of i | i 5920/4.5/-3.0 is quite insensitive to changes in tempezatuhich would
-roop o F b | } R 5 i translate into a large uncertainty if noise were preserttérdata.
-200F } R EE TS I N -1 These results suggest that fits of 1D models with [M/H] = Ov@gemper-
~300f T I ol 8 2M-2e1  atures within 50 K of the 3D model, independent of the mixing-length

5400 5600 5800 6000 6200 6400  66C 5400 5600 5800 6000 6200 6400 66 5400 5600 5800 6000 6200 6400  66C parameter for H, Hﬁ and H'}/ The smallest diSperSiOn ineﬁl' from all
The three panels show temperature differences (1D — 3Dgudnmodels withny = 0.5, = 1.0 anda = 2.0, for Hy, HG, and Hy. Sle”es member:S Occurs.(;Nh@n: O'bS’ confl_rmlng :}he rgsullt c.)fg;:rmanlg et
Five models are presented: T = 5500 K/ lpg 3.5/ [M/H] = -2.0, solar, 5920/4.5/-3.0, 6320/4.5/-2 .0¢ 550/4.5/-3.0. Fat a_' (1993). When con_S| ering observations, the apsolue wou

= 2.0, the HB and Hy lines of the metal-poor stars were excluded from the fitshadihe wings could not be reproduced at suchinge on the broadening theory.

large value otv.

For [M/H] =—2.0 and —3.0, the following are apparent: Therefore, when determining temperatures for these stars References

using 1D models, care should be taken to select the corregteytag B., Steffen M., Dorch B., 2002, AN, 323, 213

a, and more weight should be placed on the higher seriglsuhrmann, K., Axer, M., Gehren, T., 1993, A&A, 271, 451

e Ha becomes much less sensitive to temperature. members in order to obtain correct stellar temperatures. Mihalas D., 1978. “Stellar Atmospheres’, W.H.Freeman & Csan

: . _ o _Francisco
e The smallest dispersion in4 occurs when = 0.5, although In the context of abundance measurements, for lithium, ifordiundA. 1982, AGA 107, 1

Ha values are generally much cooler than the other sefegwarfs aAT ~ 100 K translates into approximateyA(Li) ~ Wedemeyer S., Freytag B., Steffen M., Ludwig H.-G., Holwetje
members byw 200K to 70K, with the exception 0f 5920/4.5/=0.06 dex, and may p()ssib|y have imp|ications iNn the S|0p@004, A&A414,1121

3.O.Where differences of less than 5K are found betweenglthe Li-plateau. Work is underway to investigate any cor-

series members. responding colour variations.

e The profiles of ¥ and Hy vary strongly witho.



