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Star formation on different scales

star formation on Galactic scalesNo. 6, 2008 THE SF LAW IN NEARBY GALAXIES ON SUB-KPC SCALES 2869

Figure 15. ΣSFR vs. Σgas from this paper in colored contours (compare the middle-right panel of Figure 8) and for individual galaxies from other analyses (see Figure 14).
The diagonal dotted lines and all other plot parameters are the same as in Figure 4. Overplotted as black dots are data from measurements in individual apertures
in M51 (Kennicutt et al. 2007). Data points from radial profiles from M51 (Schuster et al. 2007), NGC 4736, and NGC 5055 (Wong & Blitz 2002) and from
NGC 6946 (Crosthwaite & Turner 2007) are shown as black filled circles. Furthermore, we show disk-averaged measurements from 61 normal spiral galaxies (filled
gray stars) and 36 starburst galaxies (triangles) from K98. The black filled diamonds show global measurements from 20 low surface brightness galaxies (Wyder
et al. 2008). Data from other authors were adjusted to match our assumptions on the underlying IMF, CO line ratio, CO-to-H2 conversion factor and galaxy inclinations
where applicable. One finds good qualitative agreement between our data and the measurements from other studies despite a variety of applied SFR tracers. This
combined data distribution is indicative of three distinctly different regimes (indicated by the vertical lines) for the SF law (see discussion in the text).

Σgas. The fit of K98 depends on the contrast between normal
spirals, ΣH2 ≈ 20 M⊙ pc−2, and high surface density starbursts,
ΣH2 ≈ 1000 M⊙ pc−2. A power-law index N ≈ 1.5 relating
SFR to CO emission has been well established in starbursts at
low and high redshifts by a number of authors (e.g., Gao &
Solomon 2004; Riechers et al. 2007). There may be reasons
to expect different values of N in starburst environments and
in our data. Starburst galaxies have average surface densities
far in excess of a Galactic GMC (e.g., Gao & Solomon 2004;
Rosolowsky & Blitz 2005). We have no such regions in our
own sample, instead we make our measurements in the regime
where ΣH2 = 3–50 M⊙ pc−2. In starbursts, the changes in
molecular surface density must reflect real changes in the
physical conditions being observed.

In our data, ΣH2 is likely to be a measure of the filling factor
of GMCs rather than real variations in surface density. On the
one hand, for our resolution (750 pc) and sensitivity (ΣH2 =
3 M⊙ pc−2) the minimum mass we can detect along a line of
sight is ∼1.5 × 106M⊙. Most of the mass in Galactic GMCs
is in clouds with MH2 ≈ 5 × 105–106 M⊙ (e.g., Blitz 1993).
Consequently, wherever we detect H2 we expect at least a few
GMCs in our beam. On the other hand, most of our data have
ΣH2 ! 50 M⊙ pc−2. The typical surface density of a Galactic
GMC is 170 M⊙ pc−2 (Solomon et al. 1987). These surface
densities are much lower than those observed in starbursts and

are consistent with Galactic GMCs filling ! 1/3 of the beam.
If GMC properties are the same in all spirals in our sample,
then for this range of surface densities we expect a power-law
index of N = 1 as ΣH2 just represents the beam-filling fraction
of GMCs. Averaging over at least a few clouds may wash out
cloud–cloud variations in the SFE. A test of this interpretation is
to measure GMC properties in a wide sample of spirals. We note
that Local Group spirals display similar scaling relations and
cloud mass distribution functions so that it is hard to distinguish
GMCs in M 31 or M 33 from those in the Milky Way (e.g., Blitz
et al. 2007; Bolatto et al. 2008). If this holds for all spirals, then
we may indeed expect N = 1 whenever GMCs represent the
dominant mode of star formation. The next generation of mm-
arrays should soon be able to measure GMC properties beyond
the Local Group and shed light on this topic. In that sense,
our measurement of N = 1.0 ± 0.2 represents a prediction
that GMC properties are more or less universal in nearby spiral
galaxies.

For our results to be consistent with those from starbursts,
the slope must steepen near ΣH2 ≈ 200 M⊙ pc−2. This might
be expected on both observational and physical grounds. CO is
optically thick at the surfaces of molecular clouds. Therefore,
as the filling fraction of such clouds for a given telescope
beam approaches unity, CO will become an increasingly poor
measure of the true ΣH2 because of the optical thickness of

Bigiel et al. 2008

SF in dense cores

mass [M⦿]
1 100.

nu
m

be
r 

CMF

emerging IMF

iv) Fragmentation is not self-similar. Here we show the emerging IMF that could 
arise if the cores in the CMF fragment based on the number of initial Jeans masses 
they contain.  
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i) Not all cores are ‘prestellar’. Here we show the emerging IMF that could arise 
if the low-mass cores in the CMF are transient ‘fluff ’.  
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ii) Core growth is not self-similar. Here we show the emerging IMF that could 
arise if, say, only the low-mass cores in the CMF are still accreting.  
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iii) Varying star formation efficiency (SFE). Here we show the emerging IMF that 
could arise if the high-mass cores in the CMF have a lower SFE than their low-mass 
siblings.
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v) Varying embedded phase timescale. Here we show the emerging IMF that 
could arise if the low-mass cores in the CMF finish before the high-mass cores.

Fig. 4.— At the beginning of section 4, we discuss the con-
ditions that are necessary for the CMF to map to the IMF.
These schematics illustrate what would happen if each of
these conditions were to be violated.

and excitation conditions, finite resolution, superposition of
emission from disparate regions along the line of sight, or
optical-thickness (concealment of regions along the line of
sight). In addition, spectra only probe the radial component
of the velocity. These uncertainties aside, the line-widths
measured from observations of N2H+, NH3, and HCO+

towards dense cores in Perseus and Ophiuchus suggest that
the internal velocities, while generally sub-sonic, can con-
tribute a significant amount of energy (André et al., 2007;
Johnstone et al., 2010; Schnee et al., 2012). Consequently,
some of the cores identified purely on the basis of dust emis-
sion or extinction may actually be unbound, transient ob-
jects. Enoch et al. (2008) demonstrated that this is likely
to affect only the lowest mass-bins of their CMF, and then
only by a small amount, but they note that the statistics are
still small.

Similar constraints pertain to estimates of the magnetic
field in cores. Field estimates are obtained using either the
Zeeman effect, which only probes the line-of-sight compo-
nent, or the Chandrasekhar-Fermi conjecture, which can be
used to estimate the transverse component. Crutcher et al.
(2009) presented statistical arguments to suggest that mag-
netic fields are not able to support prestellar cores against
gravity. However, observing magnetic field strengths in
cores is challenging (see PPVI chapter by Li et al. for more
discussion).

4.1.3. Extracting Cores from Column Density Maps

Any evaluation of the CMF inherently depends on the
procedure used to identify cores and map their boundaries.
Different algorithms (e.g., GAUSSCLUMPS, Stutzki and
Guesten 1990; CLUMPFIND, Williams et al. 1994; dendro-
grams, Rosolowsky et al. 2008b), even when applied to the
same observations, do not always identify the same cores,
and when they do, they sometimes assign widely different
masses. Interestingly, different methods for extracting cores
usually find similar CMFs even though there may be a poor
correspondence between individual cores (for example, the
CMFs derived for Ophiuchus by Motte et al. 1998 and by
Johnstone et al. 2000). A similar problem arises in the
analysis of simulations (Smith et al., 2008). Pineda et al.
(2009) have shown that the number and properties of cores
extracted often depend critically on the values of algorith-
mic parameters. Therefore, the very existence of the cores
that contribute to an observed CMF should be viewed with
caution, particularly at the low-mass end where the sample
may be incomplete (André et al., 2010).

4.2. Phenomenology of Core Growth, Collapse and
Fragmentation

In the theory of turbulent fragmentation, cores form in
layers assembled at the convergence of large-scale flows or
in shells swept up by expanding nebulae such as HII re-
gions, stellar wind bubbles and supernova remnants. Nu-
merical simulations indicate that these cores are delivered
by a complex interplay between shocks, thermal instabil-

12

mass [M⦿]
1 100.

nu
m

be
r 

CMF

emerging IMF

iv) Fragmentation is not self-similar. Here we show the emerging IMF that could 
arise if the cores in the CMF fragment based on the number of initial Jeans masses 
they contain.  

mass [M⦿]
1 100.

nu
m

be
r 

CMF

emerging IMF

i) Not all cores are ‘prestellar’. Here we show the emerging IMF that could arise 
if the low-mass cores in the CMF are transient ‘fluff ’.  

mass [M⦿]
1 100.

nu
m

be
r CMF emerging 

IMF

ii) Core growth is not self-similar. Here we show the emerging IMF that could 
arise if, say, only the low-mass cores in the CMF are still accreting.  

mass [M⦿]
1 100.

nu
m

be
r 

CMF

emerging IMF

iii) Varying star formation efficiency (SFE). Here we show the emerging IMF that 
could arise if the high-mass cores in the CMF have a lower SFE than their low-mass 
siblings.

mass [M⦿]
1 100.

nu
m

be
r CMF

emerging IMF

v) Varying embedded phase timescale. Here we show the emerging IMF that 
could arise if the low-mass cores in the CMF finish before the high-mass cores.

Fig. 4.— At the beginning of section 4, we discuss the con-
ditions that are necessary for the CMF to map to the IMF.
These schematics illustrate what would happen if each of
these conditions were to be violated.

and excitation conditions, finite resolution, superposition of
emission from disparate regions along the line of sight, or
optical-thickness (concealment of regions along the line of
sight). In addition, spectra only probe the radial component
of the velocity. These uncertainties aside, the line-widths
measured from observations of N2H+, NH3, and HCO+

towards dense cores in Perseus and Ophiuchus suggest that
the internal velocities, while generally sub-sonic, can con-
tribute a significant amount of energy (André et al., 2007;
Johnstone et al., 2010; Schnee et al., 2012). Consequently,
some of the cores identified purely on the basis of dust emis-
sion or extinction may actually be unbound, transient ob-
jects. Enoch et al. (2008) demonstrated that this is likely
to affect only the lowest mass-bins of their CMF, and then
only by a small amount, but they note that the statistics are
still small.

Similar constraints pertain to estimates of the magnetic
field in cores. Field estimates are obtained using either the
Zeeman effect, which only probes the line-of-sight compo-
nent, or the Chandrasekhar-Fermi conjecture, which can be
used to estimate the transverse component. Crutcher et al.
(2009) presented statistical arguments to suggest that mag-
netic fields are not able to support prestellar cores against
gravity. However, observing magnetic field strengths in
cores is challenging (see PPVI chapter by Li et al. for more
discussion).

4.1.3. Extracting Cores from Column Density Maps

Any evaluation of the CMF inherently depends on the
procedure used to identify cores and map their boundaries.
Different algorithms (e.g., GAUSSCLUMPS, Stutzki and
Guesten 1990; CLUMPFIND, Williams et al. 1994; dendro-
grams, Rosolowsky et al. 2008b), even when applied to the
same observations, do not always identify the same cores,
and when they do, they sometimes assign widely different
masses. Interestingly, different methods for extracting cores
usually find similar CMFs even though there may be a poor
correspondence between individual cores (for example, the
CMFs derived for Ophiuchus by Motte et al. 1998 and by
Johnstone et al. 2000). A similar problem arises in the
analysis of simulations (Smith et al., 2008). Pineda et al.
(2009) have shown that the number and properties of cores
extracted often depend critically on the values of algorith-
mic parameters. Therefore, the very existence of the cores
that contribute to an observed CMF should be viewed with
caution, particularly at the low-mass end where the sample
may be incomplete (André et al., 2010).

4.2. Phenomenology of Core Growth, Collapse and
Fragmentation

In the theory of turbulent fragmentation, cores form in
layers assembled at the convergence of large-scale flows or
in shells swept up by expanding nebulae such as HII re-
gions, stellar wind bubbles and supernova remnants. Nu-
merical simulations indicate that these cores are delivered
by a complex interplay between shocks, thermal instabil-
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Star-forming Region

Arzoumanian et al. (2011)

very complex morphology

filamentary structure

turbulent motions

Könyves et al. (2010)

critical / supercritical BE sphere

trans- / supersonic velocity
dispersion

difficult to use as initial conditions
use highly simplified conditions (not realistic)
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Core Density Profile (Observation)

Pirogov 2009

ρ ∝ r−p, p = 1.6± 0.3
innermost part flattens
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Fragmentation

Massive dense cores in Cygnus X (Bontemps et al. 2010)

3.5 mm and 1.5 mm observations, resolution limit: 1700 AU

mass: 84M�, size: 20, 000AU
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Hidden Fragmentation?

Massive dense cores in Cygnus X (Bontemps et al. 2010)

mass: 58M�, size: 20, 000AU
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Turbulence in the ISM

complex gas motions with turbulent character
Mac Low & Klessen (2004), Elemegreen & Scalo (2004), McKee &
Ostriker (2007)

σ2 = σ2therm + σ2turb, where σ2turb dominates for cores
L > 0.01− 0.1 pc

distinction between modes
(simulations: Schmidt et al. (2009), Federrath et al. (2010)):

compressive modes ~∇× ~v = ~0
solenoidal modes ~∇ · ~v = 0
measurements via the widths of the pdf
connect widths to modes σ2 = ln(1 + b2M2)
with b = 1/3 : solenoidal modes & b = 1 : compressive modes
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Thermal properties of star-forming regions

heating: compression, CR

cooling: C, O, dust

equilibrium temperature:
Teq ≈ 10 K
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high-mass star-forming regions: Teq ≈ 20 K (Beuther et al. 2007)

Jeans mass:

MJ ∝
T 3/2

ρ1/2
∼ 1M� (1)

⇒ free-fall conditions
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Collapse Time Scales
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free-fall times are similar, small perturbations can have effect
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Impact of the initial density profile

Girichidis et al. 2011
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Impact of the initial density profile

Girichidis et al. 2011
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Impact of the random seedImportance of initial conditions for SF 2749

Figure 5. Column density plots for the BE and PL15 setups with velocity profiles s-1 and s-2 (upper part) as well as for the PL20 setup with turbulent field
c-1, c-1b, c-1c and c-1d (lower part). The box in all cases spans 0.13 pc in both x and y direction.

build up, before the central collapse sets in. After roughly one free-
fall time, 20 per cent of the mass is collapsed into sink particles.

The accretion rate for every single sink particle is a strongly
varying function with time. However, the global rate for the sum
of all sink particles quickly reaches a saturated value of Ṁ ∼
10−3 M⊙ yr−1 (Fig. 7), which can also be seen in the comparable
slope of the total sink particle mass as a function of time. The
number of sink particles is noticeably higher for TH-m-2.

The mass distribution of the sink particles follows an overall
shape similar to the universal IMF (e.g. Kroupa 2001; Chabrier
2003), but shifted to lower masses by a factor of about 10 (see
Fig. 8). A comparison with analytic models of the IMF (e.g. Padoan
& Nordlund 2002; Hennebelle & Chabrier 2008) is planned in a
future contribution. Here the main conclusion is that the formation
of massive stars is very unlikely in a cloud with 100 M⊙ and a
uniform density distribution.

Since refinement is initiated in a very space-filling fashion for
the uniform density distribution of the TH runs and thus computa-
tional cost became prohibitive, we only ran mixed turbulence runs
with two different seeds. It should be noted, however, that the in-

fluence of the different mixtures (compressive versus solenoidal)
of the turbulence has the biggest influence on the evolution and
structure of the forming clusters and subclusters in the TH profiles,
because TH profiles provide the most time for the turbulence to
influence the cloud structure before the global collapse sets in. This
will be addressed in a separate paper.

3.2 Analysis of the BE profile

Here the cloud evolution at the beginning is similar to the collapse
of the TH core. The turbulence can form strong filaments spread
over large regions of the domain. However, the different radial mass
distribution leads to low-mass filaments in the outer regions. This
results in a stronger central acceleration, which causes the filaments
to merge near the centre of mass. The formation of large subclusters
is suppressed compared to the case of the uniform density distri-
bution. By far, most of the sink particles, which are roughly as
numerous as in the TH simulations, are formed in the core region.
The time evolution of the cloud for different turbulent modes with
the same random velocities can be seen in Fig. 9. The compressive

C⃝ 2011 The Authors, MNRAS 413, 2741–2759
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Importance of initial conditions for SF 2749

Figure 5. Column density plots for the BE and PL15 setups with velocity profiles s-1 and s-2 (upper part) as well as for the PL20 setup with turbulent field
c-1, c-1b, c-1c and c-1d (lower part). The box in all cases spans 0.13 pc in both x and y direction.

build up, before the central collapse sets in. After roughly one free-
fall time, 20 per cent of the mass is collapsed into sink particles.

The accretion rate for every single sink particle is a strongly
varying function with time. However, the global rate for the sum
of all sink particles quickly reaches a saturated value of Ṁ ∼
10−3 M⊙ yr−1 (Fig. 7), which can also be seen in the comparable
slope of the total sink particle mass as a function of time. The
number of sink particles is noticeably higher for TH-m-2.

The mass distribution of the sink particles follows an overall
shape similar to the universal IMF (e.g. Kroupa 2001; Chabrier
2003), but shifted to lower masses by a factor of about 10 (see
Fig. 8). A comparison with analytic models of the IMF (e.g. Padoan
& Nordlund 2002; Hennebelle & Chabrier 2008) is planned in a
future contribution. Here the main conclusion is that the formation
of massive stars is very unlikely in a cloud with 100 M⊙ and a
uniform density distribution.

Since refinement is initiated in a very space-filling fashion for
the uniform density distribution of the TH runs and thus computa-
tional cost became prohibitive, we only ran mixed turbulence runs
with two different seeds. It should be noted, however, that the in-

fluence of the different mixtures (compressive versus solenoidal)
of the turbulence has the biggest influence on the evolution and
structure of the forming clusters and subclusters in the TH profiles,
because TH profiles provide the most time for the turbulence to
influence the cloud structure before the global collapse sets in. This
will be addressed in a separate paper.

3.2 Analysis of the BE profile

Here the cloud evolution at the beginning is similar to the collapse
of the TH core. The turbulence can form strong filaments spread
over large regions of the domain. However, the different radial mass
distribution leads to low-mass filaments in the outer regions. This
results in a stronger central acceleration, which causes the filaments
to merge near the centre of mass. The formation of large subclusters
is suppressed compared to the case of the uniform density distri-
bution. By far, most of the sink particles, which are roughly as
numerous as in the TH simulations, are formed in the core region.
The time evolution of the cloud for different turbulent modes with
the same random velocities can be seen in Fig. 9. The compressive
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Global stellar differences

Importance of initial conditions for SF 2747

Table 5. Overview of the simulation time and the sink particle properties.

Run tsim tsim/tcore
ff tsim/tff Nsinks Mmax

[kyr]

TH-m-1 48.01 0.96 0.96 311 0.86
TH-m-2 45.46 0.91 0.91 429 0.74
BE-c-1 27.52 1.19 0.55 305 0.94
BE-c-2 27.49 1.19 0.55 331 0.97
BE-m-1 30.05 1.30 0.60 195 1.42
BE-m-2 31.94 1.39 0.64 302 0.54
BE-s-1 30.93 1.34 0.62 234 1.14
BE-s-2 35.86 1.55 0.72 325 0.51
PL15-c-1 25.67 1.54 0.51 194 8.89
PL15-c-2 25.82 1.55 0.52 161 12.3
PL15-m-1 23.77 1.42 0.48 1 20.0
PL15-m-2 31.10 1.86 0.62 308 6.88
PL15-s-1 24.85 1.49 0.50 1 20.0
PL15-s-2 35.96 2.10 0.72 422 4.50
PL20-c-1 10.67 0.92 0.21 1 20.0

PL20-c-1b 10.34 0.89 0.21 2 20.0
PL20-c-1c 9.63 0.83 0.19 12 17.9
PL20-c-1d 11.77 1.01 0.24 34 13.3

The time of each simulation is given as the absolute time tsim, the time in
core free-fall times tsim/tcore

ff and the time in average free-fall times tsim/tff .
Nsink shows the number of sink particles at the end of the run, Mmax gives
the mass of the most massive sink particle.

Figure 3. Comparison of the total mass in sink particles M for all simula-
tions. All velocity realizations for one density profile are combined in one
line style. A detailed discussion of each velocity field is given in the analysis
section of each of the density profiles.

density plot at the end of each simulation is shown in Figs 4
and 5.

Fig. 4 shows the column density plots for the density profiles TH,
BE and PL15 with the velocity field c-1, c-2, m-1 and m-2, as well
as PL20-c-1. Each picture row shows simulations with the same
initial turbulent velocity field, each column belongs to one density
distribution. In the upper part of Fig. 5, we show the final col-
umn density for the BE and PL15 profile with the solenoidal fields.
The lower part shows the PL20 profile with compressive turbulent
modes for realization 1. The four different plots belong to differ-
ent initial kinetic energy variations (see Table 4). All simulations
show the formation of filamentary structures and sink particles. De-
pending on the initial density profile, the turbulent field and the

resulting total simulation time, the position of the filaments as well
as the number of sink particles and their spatial distribution vary
significantly. The TH profiles in Fig. 4 show locally disconnected
filaments and subclusters of sink particles. The BE profiles also form
many sink particles in extended filaments, but much more centrally
concentrated and in stronger connected filaments. The initial mass
concentration and the resulting faster central collapse suppress the
formation of completely disconnected subclusters. The PL15 den-
sity profile shows in many cases a similar cloud evolution as the BE
setups. However, the total number of sink particles varies strongly
with different velocity realizations and the sink particles are located
closer to the centre of mass. The influence of different initial kinetic
energies of the turbulent motions can be seen in the PL20 setups.
Higher velocities lead to much stronger substructures within the
same simulated time.

A time evolution for turbulent field m-2 and the density profiles
TH, BE and PL15 are shown in Fig. 6. Each row shows the column
density at the same simulation time. The columns correspond to
the different density profiles. The much slower central collapse in
the TH case allows the formation of two distinct overdense regions,
shown at t = 22 kyr. At that time the BE profile has formed a few
stars along the long main filament. The PL15 profile has already
formed more than 50 sink particles very close to each other that
interact very strongly and disturb the central filamentary structure.
3 kyr later the BE sphere formed more stars mainly along the outer
arms of the main filament. Although the number of sink particles
is larger than in the PL15 case at the previous time snapshot and
the total mass captured in sink particles is roughly comparable, the
cluster is not dominated by the gravitational attraction and N-body
dynamics of the stars. The initial gas structure remains unperturbed.
Another 3 kyr later, the TH profile eventually developed collapsing
regions in completely disconnected areas. By that time the BE clus-
ter begins to show dynamical interactions. In the last time snapshot,
the overall cloud structure as well as star formation efficiency (SFE)
and the number of sink particles is comparable for the BE and the
PL15 case.

Concerning the formation of sink particles, a clear distinction
between the power-law profiles and the profiles with a flat core has
to be made. The power-law profiles with their high-density core
form a sink particle very early due to the fast collapse of the cen-
tral region. In the PL20 profile and in two of the PL15 profiles,
this particle remains the only particle formed in the entire simula-
tion time. PL15 runs with more than one sink particle form them
with a large time gap after filamentary structures have formed and
collapse. In the BE and TH profiles this central particle does not
exist, and all particles form in filaments. This different behaviour
can be seen in the mass evolution (Fig. 3). The runs with PL15
profile form a sink in the centre right after the start. The mass
therefore evolves similarly at the beginning. For the BE sphere and
the uniform density distribution, the different realizations of the
turbulence lead to different filamentary structures and thus influ-
ence the point in time when sink particles are created. Therefore,
the mass evolution of the different simulations show large offsets
(Fig. 3).

In general, all setups result in high total accretion rates on to the
sink particles of Ṁ ∼ 1–2 × 10−3 M⊙ yr−1. Only PL15-m-2 and
PL15-s-2 (see detailed discussion below) show somewhat smaller
values of the accretion rate. The fluctuations around the mean value
strongly depend on the number of particles, their positions and the
resulting particle–particle interactions as well as accretion shielding
effects. The PL20 as well as two PL15 runs only form one sink par-
ticle and show a very smooth accretion rate with small fluctuations.

C⃝ 2011 The Authors, MNRAS 413, 2741–2759
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

 by Philipp G
irichidis on February 26, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

Philipp Girichidis (HITS Heidelberg) Initial conditions matter December 6, 2016 13 / 25



Accretion shielding Importance of initial conditions for SF 617

Figure 1. Mass evolution of the most massive, central sink particle in set-up
PL15-m-2. The upper panel shows the number of sink particles in the set-up,
the middle panel plots the accretion rate on to the most massive sink particle
(Ṁmm) and on to all sink particles (Ṁtot). The bottom panel shows the mass.

central protostar and form a disc-like object. Thus, the spherically
symmetric free-fall approximation does not hold any longer. For
the time in range 7 ! t ! 14 kyr the disc is stable and grows
in mass and size by accretion from the filamentary arms. During
that time, the angular momentum barrier prevents the accretion
rate to increase further, resulting in a constant value of Ṁ ≈ 5 ×
10−4 M⊙ yr−1. At t " 14 kyr, the disc becomes unstable, forms
spiral arms and fragments into multiple objects. The column density
plots in Fig. 2 show a time sequence of this short period. After the
formation of other protostars, the accretion rate on to the central
sink particle drops dramatically, while the total accretion rate on to
all sink particles increases. The gravitational interactions between
the protostars in combination with further infalling gas from the
filament disturb the initially disc-like structure and quickly destroy
the disc. As a result, a more or less spherically symmetric cluster
builds up. The average accretion rate ˙⟨M⟩ decreases by more than
an order of magnitude after the formation of secondary stars. The
fact that Ṁmm is on average several orders of magnitude lower than

˙⟨M⟩ indicates that the available gas is not equally shared among the
protostars but efficiently shielded from reaching the central region.
This indicates that the process of fragmentation-induced starvation,
first described by Peters et al. (2010c) for disc-like structures, also
works for more complex geometries. Small amounts of gas that can
penetrate through the entire cluster and reach the centre can be seen
as episodic accretion spikes.

Figure 2. Column density plots of the central region with the disc around the
most massive sink particle (subscript mm) in run PL15-m-2. The formation
of secondary sink particles indicates the fragmentation into several objects,
which quickly leads to the dissolution of the disc. Spiral arms develop
and redirect the gas away from the central protostar, which gets starved of
material. The images span roughly 4000 × 2000 au.

We emphasize the influence of different geometrical shapes of
the cluster. Whereas in Peters et al. (2010c) the angular momen-
tum vector was well defined and the starvation effect was complete,
the turbulent motions in our simulation allow for some accretion

C⃝ 2011 The Authors, MNRAS 420, 613–626
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

 by Philipp G
irichidis on February 26, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

Importance of initial conditions for SF 617

Figure 1. Mass evolution of the most massive, central sink particle in set-up
PL15-m-2. The upper panel shows the number of sink particles in the set-up,
the middle panel plots the accretion rate on to the most massive sink particle
(Ṁmm) and on to all sink particles (Ṁtot). The bottom panel shows the mass.

central protostar and form a disc-like object. Thus, the spherically
symmetric free-fall approximation does not hold any longer. For
the time in range 7 ! t ! 14 kyr the disc is stable and grows
in mass and size by accretion from the filamentary arms. During
that time, the angular momentum barrier prevents the accretion
rate to increase further, resulting in a constant value of Ṁ ≈ 5 ×
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which quickly leads to the dissolution of the disc. Spiral arms develop
and redirect the gas away from the central protostar, which gets starved of
material. The images span roughly 4000 × 2000 au.

We emphasize the influence of different geometrical shapes of
the cluster. Whereas in Peters et al. (2010c) the angular momen-
tum vector was well defined and the starvation effect was complete,
the turbulent motions in our simulation allow for some accretion
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620 P. Girichidis et al.

Figure 8. Column density plots of the central filament in BE-m-2. The sink
particles form in the filament and remain there while converging to the centre
of the cluster. The closer the protostars approach each other, the stronger
decoupled is their motion from the motion of the filament. The images span
roughly 4000 × 2000 au.

shielding cases. In addition, the gas distribution in the filamentary
structure strongly deviates from spherical symmetry. The protostars
in the outskirts of the nascent cluster move along the densest part of
the filament and can therefore efficiently accrete a significant frac-
tion of the filament mass before they dynamically decouple from
the filament. As a consequence, the accretion shielding is more ef-
ficient, the more protostars form along the filaments. Similar to the
disc-like case, the gas content in comparison to the total mass is
very low in the central region of the cluster (Fig. 12). Overall, the
more protostars accumulate in the central region forming a cluster,
the more efficient is the accretion shielding effect. In the case of the

Figure 9. Same as Fig. 1 but for the simulation BE-m-2 (filamentary
accretion).

Figure 10. Same as Fig. 5 but for set-up BE-m-2 (filamentary accretion).

most massive sink particle in BE-m-2, accretion is entirely shut off
for t ! 27 kyr.

3.5 Mass evolution of all runs

In general, the formation scenario of protostars in dense clusters
will be a mixture of star formation in a disc and filaments, where
the above examples are extremes. However, in all simulated cases,
the formation of multiple protostars finally leads to a shielding
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central objects are shielded from accretion streams
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Impact of the strength of the turbulence

weak turbulent motions
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Impact of the strength of the turbulence

strong turbulent motions
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Conclusions

concentrated density profiles abet the formation of massive stars

compressive turbulence enhances cloud fragmentation

weak turbulence favours filamentary star formation

fragmentation leads to efficient accretion shielding

star formation strongly depends on the immediate surroundings
⇒ need to adapt the correct environmental conditions
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ISM details on different scales

SILCC: SImulating the
LifeCycle of molecular
Clouds
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Setup for ISM simulations

stratified box (deAvillez+2004, 2005,

Kim & Ostriker+ 2013, 2014, 2015,

Hennebelle & Iffrig 2015)

external potential (ρ∗)

Magnetohydrodynamics

atomic, mol., metal cooling
(follow H+, H, H2, C+, CO)
(Glover et al. 2012, Walch et al. 2015)

shielding effects (high optical
depth)

feedback from stars (SNe)

cosmic rays

MW conditions: 10 M�
pc2

, Z� −0.2 0.0 0.2

x (kpc)

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

z
(k

pc
) (Gatto et al. 2015)

Column densities in astrophysical simulations 747

Figure 1. Schematic diagram showing how the tree is constructed and used
for the gravitational force calculation. A three-dimensional (3D) oct-tree
splits each parent node into eight daughter nodes, but in this 2D representa-
tion, we show only four of these nodes. The black lines show the boundaries
of the tree nodes that would be constructed for the given ensemble of par-
ticles, shown as blue dots. The regions shaded in red denote the nodes that
would be used to calculate the gravitational force as seen by the large blue
and orange particle at the bottom of the diagram. Note that in the case where
the nodes being used contain only one particle (a ‘leaf’ node), the position
of the particle itself is used to calculate the gravitational force arising from
that node.

angle is smaller than θ tol, the properties of the daughter nodes (mass,
position and centre of mass) are used to calculate their contribution
to the force. As such, any substructure within the daughter nodes is
ignored, and the mass inside in the nodes is assumed to be uniformly
distributed within their boundaries. If one or more of these nodes
subtend an angle larger than θ tol, the nodes are opened and the
process is repeated on their daughter nodes, and so on, until nodes
are found that appear smaller than θ tol. To increase the accuracy of
the force calculation, the nodes often store multipole moments that
account for the fact that the node is not a point mass, but rather a
distributed object that subtends some finite angle (e.g. see Binney
& Tremaine 1987). These moments are calculated during the tree
construction, for all levels of the node hierarchy except the leaves,
since these are either well approximated as point masses – as is the
case for a stellar N-body calculation – or are SPH particles, which
have their own prescription for how they are distributed in space
(Bate, Bonnell & Price 1995).

The above method is sketched in Fig. 1, which shows the tree
structure in black, and the nodes, marked in red, that would be used
to evaluate the gravitational force on the large blue particle with
the orange highlight. In the cases in which the nodes are leaves
(containing only a single particle), the position of the particle itself
is used. As the total number of force calculations can be substan-
tially decreased in comparison to the number required when using
direct summation, tree-based gravity solvers offer a considerable
speed-up at the cost of a small diminution in accuracy. Barnes &
Hut (1989) showed that for a distribution of N self-gravitating parti-
cles, the computational cost of a tree-based solver scales as NlogN,
compared to the N2 scaling associated with direct summation. They
also showed that the multipole moments allowed quite large open-
ing angles, with θ tol values as large as 0.5 rad resulting in errors of
less than a per cent.

Figure 2. Schematic diagram illustrating the TreeCol concept. During the
tree walk to obtain the gravitational forces, the projected column densities
of the tree nodes (the boxes shown on the right-hand side) are mapped
on to a spherical grid surrounding the particle for which the forces are
being computed (the ‘target’ particle, shown on the left-hand side). The
tree already stores all of the information necessary to compute the column
density of each node, the position of the node in the plane of the sky of
the target particle and the angular extent of the node. This information is
used to compute the column density map at the same time when the tree
is being walked to calculate the gravitational forces. Provided that the tree
is already employed for the gravity calculation, the information required to
create the 4π sr map of the column densities can be obtained for minimal
computational cost.

2.2 Basic idea behind TreeCol

The TreeCol method makes use of the fact that each node in the tree
stores the necessary properties for constructing a column density
map. The mass and size of the node can be used to calculate the
column density of the node, and its position and apparent angular
size allow us to determine the region on the sky that is covered by the
node. Note also that column density, just like the total gravitational
force, is a simple sum over the contributing material, meaning that it
is independent of the order in which the contributions are gathered.
Just as the tree allows us to construct a force for each particle, we
can also sum up the column density contributions of the nodes to
create a 4π sr map of the column density during the tree walk.

A schematic diagram of how this works is shown in Fig. 2. The
target particle – the one currently walking the tree, and for which
the map is being created – is shown as the large dark blue particle
on the left. Around it we show the spherical grid on to which the
column densities are to be mapped. We see that the tree nodes,
shown on the right, subtend some angle θ (which is less than some
adopted θ tol), and cover different pixels on the spherical grid. During
the tree walk, the TreeCol method simply maps the projection of
the nodes on to the pixels for the particle being walked.

2.3 A simple implementation of TreeCol

The details of exactly how the nodes are mapped on to the grid
depend on how accurate one needs the column density information
to be. However, it should be noted that the tree structure is only
an approximate representation of the underlying gas structure: it
distributes the mass in a somewhat larger volume than is actually
the case, and as a result, sharp edges tend to be displaced to the
boundary of node. As such, column densities from the tree will al-
ways be approximate, and so a highly accurate mapping of the node
column density projections is computationally wasteful. In what
follows, we will describe a simple implementation of TreeCol that
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(Clark et al. 2012, Wünsch

et al. in prep.)
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Stratified box sims (Walch et al. 2015, Girichidis et al. 2016a)
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ISM simulations including CRs (Girichidis et al. 2016b)
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Zoom-in (resolution)

SILCC: Zooming in on molecular clouds 5
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Figure 1. Time evolution of the column density in the zoom-in region of run MC1, where the cloud is forming (from top left to bottom
right).
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Figure 2. FIGURE NOT UPDATED! Zoom-in from the full simulation domain onto the MC and finally on a filamentary, hub-like
structure found at the end (t = 5 Myr) of run MC2 (from left to right), demonstrating the power of the applied zoom-in technique.
Shown is the total gas column density. Note that for demonstrative purposes, the colour scale as well as the coordinate system is adapted
in each panel. We emphasise that the right panel represents only a small part of the zoom-in region. UPDATE
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Zoom-in (chemistry)

6 D. Seifried et al.

Table 1. General overview of the two runs performed showing the time, tstart , at which we start to zoom, in as well as the size and
centre of the zoom-in region. In addition, we list the time (again referring to the time we start to zoom in) and distance (in brackets) of
SNe, which go off within a distance of 50 pc to the centre of the zoom-in region.

run tstart size of zoom-in region centre of the zoom-in region close-by SNe (times refer to t = tstart)

MC1 11.9 Myr 88 pc × 78 pc × 71 pc (146,126,0) pc 0.24 Myr (28 pc), 0.98 Myr (10 pc),
4.17 Myr (47 pc), 4.24 Myr (27 pc), 4.50 Myr (43 pc)

MC2 11.9 Myr 97 pc × 81 pc × 58 pc (42,188,0) pc 1.91 Myr (43 pc), 2.37 Myr (43 pc)
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Figure 3. Column density of the atomic hydrogen (left panel), H2 (middle panel), and CO (right panel, scaled by 104) at the end
(t = 5 Myr) of run MC1 (top row) and run MC2 (bottom row). As expected, CO traces the densest regions of the MC, which are
embedded in a more extended distribution of H2 and atomic hydrogen.

the actual threshold value, we consider density thresholds of
1.1523 × 10−22, 3.841 × 10−22, and 1.1523 × 10−21 g cm−3.
Under the assumption of a mean molecular weight of 2.3,
this corresponds to particle densities of 30, 100, and 300
particles/cm3. For the sake of convenience, throughout the
paper we refer to the particle densities rather than the mass
densities.

• We explicitly model the evolution of chemical species
in our simulations, we thus are able to define MCs via their
chemical composition. For this purpose, we define the clouds
by all cells, in which the mass fraction of H2 – with respect
to the total hydrogen mass in that cell – is at least 50%
(henceforth ”H2 fraction threshold”), or

• similar to before, all cells, in which at least 50% of all

carbon atoms are bound in CO (henceforth “CO fraction
threshold”).

In Fig. 4 we show the time evolution of the mass, the
mean particle density, and the mass-weighted velocity dis-
persion (see Sections 3.3, ??, and 3.5 for details) of the MCs
of both runs for the aforementioned definitions. We empha-
sise that for the mean particles density we again assume a
mean molecular weight of 2.3.

3.3 Masses and mean densities

In the following we consider the masses inferred from the
different criteria, where we refer to each criterion via a sub-
script, i.e. M30, M100, M300, MH2 , MCO, where e.g. M100

c⃝ 2015 RAS, MNRAS 000, 1–16
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Zoom-in (dynamics)
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Figure 11. Top row: Mass evolution of the molecular clouds MC1 (left) and MC2 (right) for the two different refinement approaches,
an instantaneous refinement up to 0.12 pc (solid lines) and a step-by-step approach (dotted lines, see text). Shown are the results for the
density threshold (green), and H2 (red) and CO (blue) mass fraction thresholds. The masses show a slower increase for the step-by-step
approach. Middle row: Whereas n̄100 and n̄CO show a similar behaviour for both methods, n̄H2

is very different due to the turbulent
formation process of H2. Bottom row: The velocity dispersions show a noticeable increase whenever a higher refinement level is allow in
the step-by-step approach (indicated by black arrows).

• The MC masses range from of 3 - 7 ×104 M⊙ with
typical mass growth rates of the order of a few times
10−3 to 10−2 M⊙ yr−1.

• The CO dominated gas is reasonable matched by dense
gas with n ! 300 cm−3.

• The molecular H2 gas evolves significantly different
from the dense and CO dominated gas and cannot be
matched by a single density threshold. Furthermore, the for-
mation of H2 is a highly dynamical process: Beside the effect
of H2 self-shielding, turbulent mixing enhances the presence
of H2 in low-density regions (n ∼ 30 − 100 cm−3). This sig-
nificantly accelerates the formation of H2 and complicates
the calculation of chemical abundances in a post-processing
step.

• We find different mass growth rates for CO and H2 dom-
inated gas, which might imply a time-dependent X-factor.

• The velocity dispersion as an intensive quantity shows
little dependence on the chosen criterion. Close-by SNe can-
not disperse the MCs once formed and appear to have only a
transient effect. We find indications that gravitational infall
constantly increases/replenishes the kinetic energy content
of the MCs.

From here to end please read, NEW

Second, we carefully investigate which resolution is re-
quired to properly model the thermodynamical, chemical,
and structural evolution of MCs. The result listed below
may also have implications for recent simulations on MC
formation as well as associated synthetic observations.

c⃝ 2015 RAS, MNRAS 000, 1–18
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Figure 12. Column density of the run MC1 performed with
a step-by-step approach (top-row) and instantaneous refinement
(bottom row) showing the entire MC (left) and a zoom-in onto
a dense structure (right) at t = 4 Myr. For the step-by-step ap-
proach, a large-scale, rotating, disc-like structure forms, which is
possibly a consequence of unresolved colliding turbulent flows at
an earlier stage.

• We find that a spatial resolution better than 0.25 pc
or equivalent particles masses in SPH simulations of lower
than 0.6 M⊙ are required to reach convergence.

• For a resolution of 0.5 – 1 pc, the filamentary structure
is only marginally resolved. The cloud mass, velocity disper-
sion, and chemical abundances deviate by up to 30%, which
indicates that this resolution is too low to reach convergence.

• A resolution above 1 pc (or above 10 M⊙ in SPH simu-
lations) is clearly insufficient to resolve MCs in every aspect.

Finally, we compare two different zoom-in approaches,
where for the first – used throughout the paper – we allow for
an instantaneous refinement up to the highest level, and for
the second we increase the maximum refinement level step-
by-step over 5 Myr. In the latter case the gas stagnates at a
certain density until the refinement level is increase again,
thus somewhat delaying the overall collapse and causing un-
physical jumps in the velocity dispersion. Furthermore, the
H2 mass is underestimated in the step-by-step approach,
which we attribute to the highly dynamical formation pro-
cess mentioned before. Finally, for the step-by-step, but not
the instantaneous refinement approach a large-scale, rotat-
ing disc develops, which, once formed, does not disappear
even after increasing the resolution to a sufficient value. We
attribute this to the fact that the first approach does to not
properly resolve colliding turbulent flows in an earlier stage
of MC evolution.

Based on these results, we identify three requirements
which have to be ensured when zooming in on collapsing
objects like MCs:

• The zoom-in procedure has to occur fast enough to fol-
low the actual collapse of the dense structures.

• Small-scale, turbulent flows have to be sufficiently re-
solved in order to avoid large-scale, rotating objects to form.

• The accelerated formation of chemical species in turbu-
lent environments has to be captured properly.

Since the paper serves as a proof-of-concept, it does by
no means cover all aspects of the simulations. For future
work we plan to investigate in more detail e.g. the origin of
the velocity dispersion, the filamentary structure, the chemi-
cal evolution, the virial state as well as column density PDFs
of the clouds. Moreover, since we have detailed information
about the chemical composition of the gas as well as the dust
temperature, we will produce synthetic line and continuum
emission maps.
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Todo

As the initial conditions for immediate star formation matter:

we need to follow the dynamics from MC formation down to cores

we need chemical evolution for the proper cooling

we need cosmic rays to account for the dynamical & thermal effects
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