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ABSTRACT

Context. This is the first paper of a series describing our measurenfeméak lensing by large-scale structure, also termed “oosimear”,
using archival observations from the Advanced Camera fovesyg (ACS) on board the Hubble Space Telescope (HST).

Aims. In this work we present results from a pilot study testingahpabilities of the ACS for cosmic shear measurements aitly earallel
observations and presenting a re-analysis of AEE data from the GEMS survey and the GOODS observationsedttiandraDeep Field
South (CDFS).

Methods. We describe the data reduction and, in particular, a nevection scheme for the time-dependent ACS point-spreackiim (PSF)
based on observations of stellar fields. This is currentydhly technique which takes the full time variation of theFR®tween individual
ACS exposures into account. We estimate that our PSF ciomesttheme reduces the systematic contribution to the sloeaiation functions
due to PSF distortions te 2 x 10°° for galaxy fields containing at least 10 stars, which comesis to< 5% of the cosmological signal
expected on scales of a single ACS field.

Results. We perform a number of diagnostic tests indicating that #raaining level of systematics is consistent with zero fer GEMS
and GOODS data confirming the success of our PSF correctimmse For the parallel data we detect a low level of remaisjrgematics
which we interpret to be caused by a lack offmient dithering of the data. Combining the shear estimatthefGEMS and GOODS
observations using 96 galaxies arcfiwith the photometric redshift catalogue of the GOODS-MUSinple, we determine kacal
single field estimatéor the mass power spectrum normalisatigicors = 0.527375(stat)+ 0.07(sys) (68% confidence assuming Gaussian
cosmic variance) at a fixed matter dengity, = 0.3 for aACDM cosmology marginalising over the uncertainty of the blebparameter and
the redshift distribution. We interpret this exceptiopddiw estimate to be due to a local under-density of the fanegd structures in the CDFS.

Key words. gravitational lensing — large-scale structure of the Ursge- cosmology: cosmological parameters

1. Introduction

Cosmic shear, the weak gravitational lensifiget of the large-
scale structure, provides a powerful tool to constrain thal t
matter power spectrum without any assumptions on the oglati
between luminous and dark matter. Due to the weakness of the

European Coordinating Facility and the Space Telescopengei effect, itis challenging to measure, with the first detectiamyg o

Institute, which is operated by the Association of Univiéesi for reported six years ago (Ba.con_ et al. 2000; Kaiser eF al. 2000;
Research in Astronomy, Inc., under NASA contract NAS 5-Z55 Van Waerbeke et al. 2000; Wittman et al. 2000). Since then

** Founded by merging of the Institut fur Astrophysikcosmic shear has developed into a flourishing field of cosmol-
und Extraterrestrische Forschung, the Sternwarte, and @@y Yyielding not only constraints on the matter con@ptand
Radioastronomisches Institut der Universitat Bonn. the normalisation of the power spectrum (Maoli et al. 2001;

Send g@print requests toT. Schrabback
* Based on observations made with the NABSA Hubble Space
Telescope, obtained from the data archives at the Spacscople
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Van Waerbeke et al. 2001, 2002, 2005; Hoekstra et al. 200pagvide nearly random pointings for most classes of primary
Refregier et al. 2002; Bacon et al. 2003; Brown et al. 200&rgets. This is important when measuring a statisticahtitya
Jarvis et al. 2003; Hamana et al. 2003; Heymans et al. 200Kke the shear. Still, for primary observations pointingattic-
2005; Rhodes et al. 2004; Massey et al. 2005; Hetterschaitirly over-dense regions, such as galaxy clusters, afisigni
et al. 2006; Massey et al. 2007a), but recently also on thkelection bias might be introduced as they influence thershea
equation of state parameter of dark energy (Jarvis et al.field many arcminutes around them, which has to be checked
2006; Hoekstra et al. 2006; Semboloni et al. 2006; Kitchirgarefully.
et al. 2007), see Bartelmann & Schneider (2001); Melliet.eta Analysing stellar fields we detect short-term variations of
(2002); Hoekstra et al. (2002b); Refregier (2003) for reidie  the ACS PSF, which are interpreted as focus changes due to

Due to the weakness of cosmological gravitational shetirermal breathing of the telescope (see also Krist 2003¢dB$0
proper correction for systematics, first of all the imagenpoi et al. 2005; Anderson & King 2006; Rhodes et al. 2007).
spread-function (PSF) is indispensable. Within the Sheathereas earlier studies with other HST cameras assumed tem-
TEsting Programme (STEP) a number of algorithms to meaeral stability of the PSF, a fully time-dependent PSF aorre
sure the shear from faint and PSF-distorted galaxy images @on is required for ACS due to these detected variationgeGi
currently tested using a blind analysis of image simula&iothat only a low number of stars are present in high galactic
aiming to improve and quantify the accuracy of th&atient latitude ACS fields £ 10— 30), the correction cannot be de-
methods; see Heymans et al. (2006b); Massey et al. (200%ajnined from a simple interpolation across the field-afwi
for first results. but requires prior knowledge about possible PSF pattems. |

The majority of the previous cosmic shear measuremetités work we apply such a correction scheme, which is based
have been made with ground-based wide-field imaging daea, PSF models derived from stellar fields. Our method takes
mainly probing the matter power spectrum on linear to mothe full PSF variation between individual exposures inte ac
erately non-linear angular scales from several degreesdawunt and can be applied for arbitrary dither patterns and ro
to several arcminutes. In order to probe the highly nonainetations. Rhodes et al. (2005, 2007) proposeféedint correc-
power spectrum at arcminute and sub-arcminute scalestioca scheme, in which they fit co-added frames with theoatic
high number density of usable background galaxies is gngle-focus PSF models created with a modified version of
quired. While deep ground-based surveys are typicallytdichi TinyTim?.
to ~ 30 galaxiegarcmirf due to seeing, significantly higher ~HO05 use a semi-time-dependent model to correct for the
number densities of resolved galaxies can be obtained frimage PSF, based on the combined stars for each of the two
space-based images. Cosmic shear studies have already &S observation epochs. The tests for systematics pesent
carried out with the HST cameras WFPC2 (Rhodes et Ay HO5 indicate zero contamination with systematics for the
2001; Refregier et al. 2002; Casertano et al. 2003) and STBEMS only data, but remaining systematics at small scales
(Hammerle et al. 2002; Rhodes et al. 2004; Miralles et di.the GOODS data are included. In order to test our fully
2005). With the installation of theAdvanced Camera for time-dependent PSF correction we present a re-analysigof t
Surveys(ACS) Wide-Field Channe(WFC) detector, a cam- GEMS and GOODS data, yielding a level of systematics con-
era combining improved sensitivity (48% total throughput sistent with zero for the combined dataset. We present a cos-
660 nm) and a relatively large field-of-view @/3 x 3/3) with mological parameter estimation from the re-analysed GEMS
good sampling (005 per pixel) (Ford et al. 2003; Sirianniand GOODS data in this work, whereas a parameter estimation
et al. 2004), the possibilities to measure weak lensing wittom the parallel data will be provided in a future paper om th
HST have been further improved substantially. ACS has dlasis of the complete ACS Parallel Cosmic Shear Survey.
ready been used for weak lensing measurements of galaxy clus The paper is organised as follows: After summarising the
ters (Jee et al. 2005a,b, 2006; Lombardi et al. 2005; Clowk etweak lensing formalism applied in Sect. 2, we describe the da
2006; Bradac et al. 2006; Leonard et al. 2007) and galaxand data reduction in Sect. 3. We present our analysis of the
galaxy lensing (Heymans et al. 2006a; Gavazzi et al. 200BCS PSF and the correction scheme in Sect. 4. Next we elab-
The first cosmic shear analysis with ACS was presented bsate on the galaxy selection and determined redshiftidistr
Heymans et al. (2005), HO5 henceforth, for the GEMS supution (Sect.5) and compute several estimators for thershea
vey (Rix et al. 2004), a~ 28 x 28 mosaic incorporating the and systematics in Sect. 6. After presenting the resulthef t
HST/ACS GOODS observations of thehandraDeep Field cosmological re-analysis of the GEMS and GOODS data in
South (CDFS, Giavalisco et al. 2004). Recently Leautha&ect. 7, we conclude in Sect. 8.
et al. (2007) and Massey et al. (2007b) presented a cosmologi
cal weak lensing analysis for the ACS COSMaId.

In this work we present results from a pilot cosmic shegr Method

study using early data from the ACS Parallel Cosmic Shegbsmic shear provides a powerful tool to investigate the 3-
Survey (proposals 9480, 9984; P1 J. Rhodes). Parallel ebsimensional power spectrum of matter fluctuati®ghrough
vations provide many independent lines of sight reducirg tthe observable shear field= y1 + iy, induced by the tidal

impact of cosmic variance. With a separation of several gjravitational field (see Bartelmann & Schneider 2001 for a
cminutes from the primary target (e.g.6' for WFPC2) they

2 http://www.stsci.edu/software/tinytim/tinytim.
1 http://www.astro.caltech.edu/~cosmos html
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broader introduction). They are related via the projected Rote, however, that the integral in (9) formally extendsrte i

dimensional shear (convergence) power spectrum finity. Thus, due to finite field size, real data require the-sub
d stitution of the measuregl () with theoretical predictions for
My QM gA(w) 4 larged.

P.(¢) = dw=—Ps | ——,w]| , Q) : .
4cA o a2(w) fi (W) This problem does not occur for the aperture mass statistics
. . Schneider 1996

whereHy is the Hubble paramete®,, the matter density pa—( I )

rametera the scale factomv the comoving radial distances, B >, . ;

the comoving distance to the horizofithe modulus of the Map () = fd Tyux(O QO =2, (10)

wave vector, andi (w) denotes the comoving angular diame-
ter distance. The source redshift distributipndetermines the
weighted lens g&iciency factor

730 = -R[n0)e?], (11)
o = [ ow puw) S, @ | |
7<(0:0) = -5 [n(8)e | (12)

see, e.g. Kaiser (1998); Schneider et al. (1998).
with @ — ¢ = |0’ — £|(cosg + i sing). For the axially-symmetric
weight functionQ(¢#) we use a form proposed in Schneider

which is defined using the tangential and cross-componénts o
the shear relative to the aperture cerdtre

2.1. Cosmic shear estimators

etal. (1998)
In this work we measure the shear two-point correlation func ) o2
. 6 (O )
tions Q) = — (5) [1 - (5) } H(o - 9), (13)
X0y wiwy (%) -y (%)) 3
(yoy(6) = SN ww, ; (3 where HK) denotes the Heaviside step function.
i

Crittenden et al. (2002) show thift,, purely measures the

E-mode signal, wheread, contributes to the B-mode only.
Zi’\IiW‘WWXi(Xi)'VXJ(Xj) 19 w L ibu Yy

(Yxyx)(0) = — ’ : (4) The dispersion of the aperture ma(sksgp)(e) is related to
2i.j Wiw; the convergence power spectrum by

from galaxy pairs separated By= |x; — xj|, where the tangen ap)( ) = f de £ P(£) Wapl60), (14)

tial componenty; and the 45 degree rotated Cross- component

vx Of the shear relative to the separation vector are estimate
from galaxy ellipticities, andv; denotes the weight of thi¢h
galaxy. It is useful to consider the combinations

ﬂ] Wag(n) = 576 £(7) n~*, and can in principle be computed

by placing apertures on the shear field, yet in practice it pre

erentially calculated from the shear two-point correlafionc-

£:0) = (roy)(6) £ sy )(0) (5) tions (Crittenden et al. 2002; Schneider et al. 2002) todavoi
problems with masked regions

which are directly related to the convergence power spﬂrctru
29dﬁﬁ~ 0 0
MZp)(6) = . E@Te| 5 | +EWO)T-{ 5 (15)

M2)(0) = fo ngﬁﬁ[a(ﬂ)n( J-eom(3)]. ao

with T.. given in Schneider et al. (2002).

£0) = o fo " deEB(OP(0). (6)

£0) =5 fo T deCB(OP(0).

where J denotes theM-order Bessel function of the first kind.

Crittenden et al. (2002) show that can be decomposed into a

curl-free ‘E’-mode compone®t () and a curl ‘B’-mode com- 2 2. The KSB formalism

ponent®(6) as Kaiser, Squires, & Broadhurst (1995), Luppino & Kaiser
, (1997), and Hoekstra et al. (1998) (K$Bdeveloped a for-

£:(6) +£'(9)

) = > , &80 = w , (8) malism to estimate the reduced gravitational shear field
with g=01+ig2 = 1L 17)
—K
£(0)=£.(0) + 4[00 d_ﬂé:i(ﬁ) _ 1202 fm d—z_f,(ﬂ). 9) from the obsorved images of backgroond galaxies cor_recting
o U o U for the smearing and distortion of the image PSF. In this for-

As weak gravitational lensing only contributes to the cur[nallsm the object ellipticity parameter

free E-modes, such a decomposition provides an importsint te Q11— Qu + 2i0Q12
for the remaining contamination of the data with systensatic® = €1 + €2 = Qi1+ Q2 (18)
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is defined in terms of second-order brightness moments  a function of the filter scalg, following Hoekstra et al. (1998).
For the calculation oPgﬁ in (21) and its inversion in (24) we

Qij = deHWrg(IOI) 6 6;1(0), i,je{l,2}, (19) use the approximations
whereW; is a circular Gaussian weight f [ ith fi Tr[PShk] 2
b ght function with fl|te%Psmk)—l pshe] ~ s (P91 ~ 5 (26)
scalery. The total response of a galaxy ellipticity to the reduc v Top 1 Frpsm o= Tr[pa "
sheag and PSF ffects is given by as the trace-free part of the tensor is much smaller thamabe t
6 € = P‘jﬁgﬂ + sz?q;f’ (20) (Erb_en et al. 2Q01). To simplify the notation in the follogin
' sections we define
with the intrinsic source ellipticitye®, the “pre-seeing” shear Tr[PSh“]
polarisability Tr=z_ L (27)
Tr[Psm] "

Jd _ psh _ psm[/psm«\—1 pshe

Pas = Pap = Pay [(P )y Pos | (21) We have tested this implementation with image simulations
and the shear and smear polarisability tenge¥sand Ps™ of the STEP projeét In the analysis of the first set of image
which are calculated from higher-order brightness momerfi§hulations (STEP1) we identified significant biases (Heysna
as detailed in Hoekstra et al. (1998). The anisotropy kerrf&|al- 2006b), which we eliminate with improved selection cr
q(8) describes the anisotropic component of the PSF and Ag4a (see Sect.5.1) and the introduction of a shear céilira
to be measured from stellar images (denoted with the asteri@Ctor
throughout this paper), which are natected by gravitational Vo) = Cca|<e'§°) ) (28)
shear and have®™ = 0:

with ¢ = 1/0.91. In a blind analysis of the second set

a, = (P°™),3€; - (22) of STEP image simulations (STEP2), which takes realistic
ground-based PSFs and galaxy morphology into account, we

We define the anisotropy corrected ellipticity find that the shear calibration of this improved method is on

ezf“ =e, - Pqu;, (23) average accurate to the3% levef. The method is capable
o to reduce the impact of the highly anisotropic ground-based

and the fully corrected ellipticity as PSFs which were analysed, to a legef x 10-3 (Massey et al.

eifo _ (Pg);ﬁlegni, (24) 2007a). We will also test this method on a third set of STEP

simulations with realistic space-based PSFs (Rhodes @t al.
which is an unbiased estimator for the reduced gravitationqaep.). Depending on the results we will judge whether the
shear€®) = g, assuming a random orientation of the intrinsystematic accuracy will be ficient for the complete ACS
sic ellipticity €°. For the weak distortions measured in cosmiarallel Survey or if a dierent technique will be required for

sheak < 1, and hence the final cosmic shear analysis. For the GEMS Survey analysed
g0 in Sections 6 and 7, a 3% calibration error is well within the
€ =g=7y. (25)  statistical noise. In this work we use uniform weighis= 1

The KSB+ formalism relies on the assumption that thfor all galaxies in order to keep the analysis as similar to ou
image PSF can be described as a convolution of an isotropfidinal STEP2 analysis as possible.
part with a small anisotropy kernel. Thus, it is ill-defined
for several realistic PSF types (Kaiser 2000), being of pas- Data

ticular concern for dfraction limited space-based PSFs. This ) ) )
shortcoming incited the development of alternative methodn® ACS Wide-Field-Channel detector (WFC) consists of two

(Rhodes et al. 2000; Kaiser 2000; Bernstein & Jarvis 2002 % 4k CCD chips with a pixel scale of'05 yielding a field-
Refregier & Bacon 2003; Massey & Refregier 2005; Kuijkef'?f"”evv (FOV) of ~ 3:3x 33 (Ford et al. 2003).

2006; Nakajima & Bernstein 2007). Nevertheless Hoekstra ' this pilot project we use pure parallel ABBFC F775W

et al. (1998) demonstrated the applicability of the forsrali observations from HST proposal 948_0 (PI'J. Rhodes), denoted
for HST/WFPC2 images, if the filter scafg used to measure 35 the “parallel data” for the rest of this paper.

stellar shapes is matched to the filter scale used for gataxy i _FOF comparison we also apply our data reduction and anal-
ages. ysis to the combined F606W AQ®FC observations of the

In this pilot study we restrain the analysis to the Erben.et SHEMS field (Rix et f"‘l' 2004) and the GO,ODS observations of
(2001) implementation of the most commonly used KSBr- theCha_ndraDeep Fleld_ South_ (CDFsS, G|avaI|$co et al. 2004).
malism. There are currently several independent KSB impf@-CoSmic shear analysis of this28 x 28 mosaic has already
mentations in use, which fiér in the details of the compu-P€€en presented by HOS, allowing us to compare tffiemint
tation, yielding slightly diferent results (see Heymans et aforrection schemes applied.
2006b for_ a comparisc_)n of several implementatio_ns). I_ricp_art 3 http://www.physics.ubc.ca/~heymans/step.html
ular, our implementation interpolates between pixel pwsg 4 Note that detected dependencies of the shear estimatesargiz

for the calculation of;;, PS7, andPSf; and measures all stellarmagnitude will lead to slightly dierent uncertainties for flerent sur-
quantities needed for the correction of the galaxy elliféis as veys.




T. Schrabback et al.: Cosmic shear analysis of archival/AS$ data 5

Both datasets were taken within the first operational yeaere in most cases negligible with a median & £ 10 de-
of ACS (August 2002 to March 2003 for the parallel data; Julyrees corresponding to a displacementdf.008 WFC pixels
2002 to February 2003 for the GEMS and GOODS observaear the edges of the FOV. Only itb% of the exposures rota-
tions). Therefore these data enable us to test the feagibili tion refinements exceeded310-2 degrees, corresponding to
cosmic shear measurements with ACS at an early stage, whaplacements of 0.15 WFC pixels.
the charge-transferfigciency (CTE) has degraded only slightly  Deviating from the default parameters, we userilamed
(Riess & Mack 2004; Riess 2004; Mutchler & Sirianni 2005) algorithm (Pavlovsky et al. 2006) during the creation of the
median image as it is mordheient to reject cosmic rays for a
3.1. The ACS parallel data low numb_er of co-agided exposures. For_ the_cosmic ray mgsks

we let rejected regions grow by one pixel in each direction

The data analysed consist of 860 WFC exposures, whiglriz_cr_grow=3) in order to improve the rejection of neigh-
we associate to fields by joining exposures dithered by ldg3guring pixels &ected due to chargefllision and pixels with
than a quarter of the field-of-view observed with the guidingosmic ray co-incidences inféerent exposures.
modeFINE_LOCK. In order to permit cosmic ray rejection we  Furthermore we use a finer pixel scale 608 per pixel in
only process associations containing at least two expssu@mbination with the&SQUARE kernel for the final drizzle proce-
Furthermore, in this pilot study we only combine exposurehire in order to increase the resolution in the co-added émag
observed within one visit and with the same role-angle ireordand reduce the impact of aliasing. For the default pixelescal
to achieve maximal stability of the observing conditionstiV/ (0705 per pixel) resampling adds a strong artifical noise com-
these limitations, which are similar to those used by Pirzkponent to the shapes of un- and poorly resolved objects{alia
et al. (2001) for the STIS Parallel Survey, we identify 208 aing), which depends on the position of the object centre-rela
sociated fields (including re-observations of the same fi¢ldtive to the pixel grid and most stronglyfacts thee;-ellipticity
different epochs), combining 835 exposures. component. According to our testing with stellar field image

For a weak lensing analysis, accurate guiding stability lse GAUSSIAN kernel leads to even lower shape noise caused
desired in order to minimise variations of the PSF. In case loy aliasing. However, as it leads to stronger noise coicglat
parallel observations, fierential velocity aberration betweerbetween neighbouring pixels, we decided to use SY@ARE
the primary and secondary instrument can lead to additiokarnel for the analysis.
drifts during observations with the secondary instrum&ux Aliasing most strongly fiects unresolved stars, which is
1997). In order to verify the guiding stability for each expocritical if one aims to derive PSF models from a low number of
sure we determine the size of the telemetry jitter-ball,aluhi stars in drizzled frames. However, since we determine oér PS
describes the deviation of the pointing from the nominai-posnodel from undrizzled images (see Sect. 4.4), this doesfnot a
tion. While the jitter-balls typically have shapes of magtety fect our analysis. Consistent with the results from Rhodeat e
elliptical ((b/a)y = 0.68) distributions with FHWM) = 9.8 mas (2005, 2007) we find that a further reduction of the pixel scal
(0.196 WFC pixel), we have verified that FHWM20 mas does not further reduce the impact of aliasing significantly
(0.4 WFC pixel) andb/a> 0.4 for all selected exposures.while unnecessarily increasing the image file size.
Therefore the tracking accuracy isfBaiently good and ex- In this paper the termixelrefers to the scale of the drizzled
pected to &ect the image PSF only slightly. Any residual imimages (003 per pixel) unless we explicitly allude &FC
pact on the PSF will be compensated by our PSF correctipiels
scheme, which explicitly allows for an additional elliptic

contribution due to jitter (see Sect. 4.4). 31.2. Field selection

3.1.1. Data reduction The 208 _associations Were_all visually inspected. We disicar
total 31 fields for the following reasons:

The data retrieved was bias and flat-field corrected. We use
MultiDrizzle® (Koekemoer et al. 2002) for the rejection of — Fields which show a strong variation of the background in
cosmic rays, the correction for geometric camera distostio  the pre-processed exposures (4 fields).
and diferential velocity aberration (Cox & Gilliland 2002), and — Fields containing galactic nebulae (10 fields).
the co-addition of the exposures of one association. — Fields of significantly poorer image quality (6 fields).

We refine relative shifts and rotations of the exposures Fields which contain a hlgh number of saturated stars with
by applying the IRAF taskgeomap to matched windowed  extended diraction spikes (5 fields).
SExtractor (Bertin & Arnouts 1996) positions of compact — Fields in M31 and M33 with a very high number density
sources detected in separately drizzled frames. For tharst ~ Of stars, resulting in a strong crowding of the field, which
galaxy fields selected for the analysis (see Sect. 3.1.2nthe ~ Makes them even unsuitable for star fields (4 fields).
dian shift refinement relative to the first exposure of aneisso — Almost empty galactic fieldsféected by strong extinction
ation is 017 WFC pixels, with 3% of the exposures requir- (2 fields).

ing shifts larger than 8 WFC pixels. Refinements of rotations
J g P Examples of the discarded fields are shown in Fig. 1.

5 MultiDrizzle 2.7.0, http://stsdas.stsci.edu/ After this pre-selection, fields fulfilling the following ite-
multidrizzle/ ria are selected as galaxy fields for the cosmic shear asalysi
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Fig. 1. Examples for fields which were rejected by visual inspecfamthe following reasons (panels left to right): erroneaadibration,
galactic nebula, many saturated stars, almost empty field.

Table 1. Observation dates and position anglé®IENTAT) of the depth for the used GOODS and GEMS data we decided to com-
ACS/WFC F606W GOODECDFS observations. bine the data of epoch 1 with either epoch 3 or 5 as they have an
optimal overlap. The combination of epoch 1 and epoch 5 ex-

Epoch|  Observation dates | Position angle posures is unproblematic. In contrast we find significanty FO
; ;88;8;?;388;82% _—1617%) dependent residual shifts between matched object position
3 2002-10-31-2002-11-03 _o» exposures from epochs 1 and 3 after applying refined image
4 2002-12-19-2002-12-22 o3 shifts and rotations (Fig. 2). Possible interpretationstifi@se
5 2003-02-01—2003-02-05 68 remaining shifts are slight medium-term temporal changes i

the ACS geometric distortion or a slightly imperfect treatrh

of the distortion correction in théultiDrizzle version used.

Pirzkal et al. (2005) report similarfiects for two epochs of

— Fields have to be located at galactic latitugi#s> 25° in  HubbleUIltra Deep Field (UDF) data. As remaining shifts also
order to be fected only weakly by galactic extinction.  occur for UDF images observed with position angles that are

— Only fields co-added from at least three individual expo- 90° apart, theultiDrizzle interpretation might be more
sures are used, facilitatingfigiently good cosmic ray re- plausible. The largest residual shifts have a comparabe ma

je_ction. _ _ _ _nitude of ~ 0.5 pixels for both the GOODS and UDF data.
— Fields are required not to be dominated by a single objegtcombination of exposures with remaining shifts would in
or stars resolved in a local group galaxy. any case degrade the PSF of the combined image. Additionally

— In the case of re-observations of the same field &edi central pixels of some stellar images could falsely be fldgge
ent visits, the observation with the longest exposure téneds cosmic rays byflul tiDrizzle. Therefore we only use the
used. combined epoch 1 and 5 exposures for the cosmic shear analy-

. sis that follows.

55 independent fields fulfii these selection criteria. . _ .
Additionally four fields with 20 < |b| < 25 are included, " O'der to investigate the ACS F606W PSF, we addition-
ly analysed 184 archival F606W exposures of dense stellar

which contain a high number density of galaxies indicatin d . | 300 hich b 9b
rather low extinction, making a total of 59 galaxy fields. hi elds containing at least stars, which were observed be-
ween July 2002 and July 2003.

corresponds to 28.4% of the fields and 36.2% of the co-add
exposures.

All fields passing the preselection and containing at least3 catalogue creation
300 stars are used as star fields for the PSF analysis (see
Sect. 4). These 61 fields consisting of 205 exposures amoW useSExtractor (Bertin & Arnouts 1996) for the detection
to 29.3% of the fields and 24.5% of the co-added exposuresof objects and the Erben et al. (2001) implementation of the
KSB formalism for shape measurements. We analyse the im-
ages of galaxies in the combined drizzled images. Howewer, f
3.2. The GEMS+GOODS data thge time?dependent PSF correction describe% in Sect. &4, w
The GEMS F606W data consist of 63 A®F-C tiles im- additionally perform stellar shape measurements in theiznd
aged with three exposures of 720 to 762 seconds each. TAgg but cosmic ray-cleand€@ORimages, which are also cre-
are arranged around the ACS GOQDBFS observations, ated byMultiDrizzle, and the drizzled uncombined frames
which have been imaged in five epochs witlffefient posi- (DRZ-images).
tion angles (see Tab. 1) consisting of two exposures peatite The SExtractor object detection and deblending param-
epoch with 480 to 520 seconds per exposure. In total the A@ters are summarised in Table 2. We use a rather low detec-
GOODSCDFSs field is covered with 15 tiles during epochs 1, 3ion threshold for the galaxies in order to minimise the ictpa
and 5, whereas 16 tiles were used for epochs 2 and 4. HO5 liofitPSF-based selection bias (Kaiser 2000; Bernstein & Jarvi
their analysis to the epoch 1 data. In order to reach a simi002). Spurious detections are later rejected with cuthién t
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Fig.2. Residual shifts [pixel] computed

GOODS residual shifts: (Xpos, Ypos);— (Xpos, Ypos), GOODS residual shifts: (Xpos, Ypos); — (Xpos, Ypos), ) -
< xesiEoso T 7 T T T T T @ kel Eos0 T T 7] from windowed SExtractor positions of
R A . T | Iy N v A compact sources between epochs 3 and 1
sl ! 4 8L £y b -~ _ - (left) and between epoch 5 and 1 (right) of
SN = = Vd v ot A [
© “« \ f 1 © AN ] the F606W ACS GOODEDFS observa-
_r N~=> -7 7/ 1Y Ahoh T 1 tions. For these plots compact objects from
2o7 \\ NY == 4 A (. 2a7 MY s N> N~ 7 1 all 15 tiles are used, and residual shifts are
=3[~ \ ARG =N \\ =gl s « M7 = & V= 7 averaged inbins of 76(ixels. For each tile
§ LNy vy 4 N N § L =\ 4> <417 7 -« | the exposures of each epoch were drizzled
| i L _ v | onto one output pixel grid, with a common
§ - > / \ ™ \ - § L= _ N 7 - WCS per tile defined by epoch 1. Possible
S I / / /// s/\ \ IS < # ¥V < 4y 4 2 ) p ; y p : !
- y N 1 ~ 11 interpretations for the residual shifts in the
_ L = - i . .
i %// < ? L~ = h s 1 AN 4 left panel are slight temporal changes in the
ol /// Vi ‘/‘/ ] L sy “ N7 A ‘ 1 ACS geometric distortion or a slightly im-
a 2000 4000 6000 a 2000 4000 6000 perfect treatment of the distortion correction
Xpos [pixel] Xpos [pixel] in theMultiDrizzle version used.

Table 2. Relevant parameters for the object detection withf the outer regions in KSB. We also verified from the data
SExtractor for the galaxy fields and the star fields. Note that ththat it does not bias the shape measurement. For the stellar
number of pixels for a detectioDETECT_MINAREA corresponds to DRZ-images we repeat the shape measurements forflie3-di

the subpixel of the drizzled images except for the valuesatckets, ent filter scales ranging from 2.0 to 15 pixels, which arerlate
which are used for object detection in the undrizaB@Rimages.  matched to the filter scales of the galaxies. For larger filter
scales we find that it is essential to continue the integnatio

Parameter Galaxy fields| Star fields . . . o .
BACK_TYPE AUTO MANUAL out to suficiently large radii due to the wide filiaction wings
BACK_SIZE 100 _ of the PSF. Therefore, we employ a stellar integration liofit
BACK_FILTERSIZE 5 - 4.5 x FLUX_RADIUS* ~ 9 pixels. For the stellar shape measure-
BACK_VALUE - 0.0 ments in theCORimages we use a fixed Gaussian filter scale
DETECT_MINAREA 16 16 (5) rg = 1.5 WFC pixels, which according to our testing roughly
DETECT_THRESH 15 3(4) maximises the signal-to-noise of the stellar ellipticitgasure-
DEBLEND_NTHRESH 16 32 ment for most of the occurring PSF anisotropy patterns (see
DEBLEND_MINCONT 0.05 0.1 Sect. 4).

FILTER.NAME gauss2.5.5x5 (gauss2.0.3x3) For object selection we use the signal-to-noise definition

from Erben et al. (2001)

: . : . [ 20w, (161 1(6)
signal-to-noise ratio. We find that the deblending paramseteés/N = ,
applied perform well except for the case of spiral galaxies e T sky 4 /fdzevv%(|0|)
tended by several arcseconds, for which substructure compo
nents are in some cases detected as separate objects. Ehushich is based on the same filter function as the one used for
mask these galaxies manually. If more than one object is d#rape measurements. In the computatioryNfi@e do not take
tected within 22, only the brighter component is kept. We furthe correlation of noise in adjacent pixels into accounticivh
thermore reject galaxies containing pixels with low valires is created by drizzling. However, a correction for the naise
theMultiDrizzle weight image Wmin = 100 s§ within their a large area (e.g. the extent of a galaxy) can be assessed from
SExtractorisophotal area and also semi-automatically creai). A19 in Casertano et al. (2000), which for our drizzle pa-
masks to reject bright stars withfffiaction spikes and extendedrameters yields
image artifacts like ghost-images.

We use diferent detection parameters for the star fieldg1 _ m[2_5(1_ i)] (30)
(see Table2). Due to the increased detection threshotd 12 Im/|”’
DETECT_THRESH, the object detection becomes less sensitive

to the faint and extended stellafidaction spikes, reducing the WN€ré o2 = sy i the single pixel background dispersion,
time needed for masking. while o; denotes the dispersion computed from areas of size

We use theSExtractor FLUXRADIUS parameter as n? (drizzled) pixels. The expression in squared bracketssgive

Gaussian filter scaleyg for the shape measurements of thf'e corre_ction fgctor to the area scaling expected.for uweor
galaxies. Here the integration is carried out to a radiusrgf ated. noEe_. Lé;'rz]g tr:jefkftl\\/}eﬂarea Of. the Gaus§|an weight
from the centroid. This truncation was introduced to speged UJI‘]CIIOI’] = enfg andm = we estimate a noise correc-

. L ... flon factor which increases from 1.86 for unresolved sosirce
the algorithm and is justified due to the strong down-weitnti . ; .
g J g " (rg = 2.1 pixels) to 2.05 for the largest galaxies considered.

6 The weight image pixel value corresponds to ttieative expo- Hence, the true Bl will be lower than the directly computed
sure time contributing for the pixel, scaled with the relatarea of Vvalue by this factor. The cuts applied to the data refer to the
output and input pixels. directly computed value.

(29)




8 T. Schrabback et al.: Cosmic shear analysis of archival/HS$ data

4. PSF analysis and correction IREARE SRS LS LS R

20 —— GEMS+G0O0DS

Parallel

Due to the low number of stars-(L0— 30) present in galaxy
fields at high galactic latitudes we examined the ACS PSF from
stellar fields (see Section 3.1.2) containirg300— 20000
stars. We do this analysis on the basis of single exposures in
stead of combined images, in order to optimally investigate
possible temporal PSF variations. We investigate the P&t bo
in the undrizzled, but cosmic ray cleans€®Rimages cre-
ated byMultiDrizzle, and also the drizzled and cosmic ray
cleansed single exposurd3X2). Here we limit the discussion

to the F775W data. Our analysis of the F606W PSF was per- L
formed in an identical fashion with only minorfiérences in Sl e P B N S
the resulting PSF models. A detailed K&Rnalysis of the 0 10 20 30 40 50
F606W PSF can be found in HO5. N

)]

Number of Fields
o

(@]

star

Fig. 7. Histogram of the number of galaxy fields will,, selected
stars in the co-added images for the Parallel Survey (ddstedand
the GEMS-GOODS data (solid line).

In the DRZ-images CORimages) we select stars with 0.6

pixel (0.45 WFC pixel) wide cuts in half-light radiug (Erben

et al. 2001) and cuts in the signal-to-noise ratitNS- 40 . .
. : .__However, for the actual correction scheme we employ fitg,of
(S/N > 30). We furthermore reject stars with saturated plxeElsefined in (22) due to a slight PSF width variation leading to a

using magnitude cuts, and, in the case of crowed fields, st\e} iation Ofp(sy? (see Sect. 4.3).

with a neighbour closer than 20 (10) pixels, which would oth- . . .

erwise dfect the shape measurements for large Comparing steIIa_r f|_e_ld EXpOsures obs_e ryed dtedent
epochs, we detect significant temporal variations of the PSF
anisotropy already within one orbit. Time variations of &@S

4.2. PSF anisotropy variation PSF were also reported by Krist (2003); Jee et al. (2005a,b,

2006); HO5; Rhodes et al. (2005, 2007) and Anderson & King

Investigati.ng stellar fields we find that the stellar ellty (2006), and are expected to be caused by focus changes due to
€ _and anisotropy kern_eqa vary _smoothly across e_ach WF hermal breathing of the telescope. Krist (2003) illustsathe
chip and can well be fit with third-order polynomials. Fig.

. y . ariation of PSF ellipticity induced by astigmatism, which
shows thebF:?]\; vatrr:atlon doe_éa 1;0r aRé-l_OO seccl)nf(: stelle}r f|el(;j creases for larger focusfeets and changes orientation by 90
exposure Doth Tor the undrizz 'mage (.e panel) an when passing from negative to positivsets. This behaviour
the drizzled and thus distortion correctBiRZ-image, where

the middle panel corresponds to the PSF core measured i fpproximately reproduced in Fig. 5 showing polynomial fit

\%t tellar ellipticities in two series of subsequent expesu
rg = 2.4 pixels, whereas the right panel shows the PSF wings P g o

(rg = 10.0 pixels). The observed filerences between the PSF

core and wings, which mainly constitute in a stronger etlipt  4.3. PSF width variation

for largerrg, underline the importance to measure stellar quan- o o _

tities as a function of filter scalg, (see also Hoekstra et alAdditional to the PSF ellipticity variation we also deteihé

1998; HO5). and FOV variations of the PSE Wldth._F|g. 6 shows the FOV
In Fig.4 we compare the stellar ellipticity distribution indePendence of the stellar half-light radiydor three diferent

the CORimage and th®RZ-image for similar Gaussian filter €xPosures. Among all F775W stellar field exposures the aver-

scales offy = 1.5 WFC pixels andy = 2.4 pixels, both un- age half-light rad|_us_var|ed betweer8@ < ﬁ < 2.07, with an

corrected and after the subtraction of a third-order paiyiad 2vVerage FOV variationr(r,) = 0.085. We find that the vari-

model for each chip. Here drizzling with tISQUARE kernel in- ation of the stellgr_q_u_annty'* needed for the PSF cqrrectlon

creases the corrected ellipticity dispersim(e"i‘”i*) by ~ 24% of the galaxy eII|pt|c!t|es (27) c_Ioser follows the yanm of

and thus decreases the accuracy of the ellipticity estinrate "n @nd can well be fitted with fifth-order polynomials in each

the galaxy fields we therefore determine the PSF model frd\rﬂlp. For a further discussion of the PSF width variation see

the undrizzledCORimages (see Sect. 4.4). Note that the stefist (2003).

lar ellipticities in theCORimages (left panels in Fig. 3 and 4)

are c_reate_d by the combined _image PSF gr_1d geometric S PSF correction scheme

era distortion, whereas tH2RZ-image ellipticities correspond

to pure image PSF. However, since the resulting pattern darorder to correct for the detected temporal PSF variatimas

in both cases well be fit with third-order polynomials, the-coing the low number of stars present in most galaxy fields (see

rected ellipticity dispersions are directly comparable. Fig.7), we apply a new correction scheme, in which we de-
Note that we always plot the FOV variation in terms ofermine the best-fitting stellar field PSF model for eachxgala

€, in order to simplify the comparison to other publicationdield exposure separately.

4.1. Star selection
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EXP: j8hoanrv F775W—COR e, PSF—core r,=1.5 EXP:j8hoanrv F775W-DRZ e, PSF—core r,=2.4 EXP:j8hoanrv F775W-DRZ e, PSF—wings r,=10.0
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Fig. 3. Stellar “whisker plots” for an example F775W stellar fielgpesure. Each whisker represents a stellar ellipticity. [Eftspanel shows
€, in the undrizzledORimage measured with, = 1.5 WFC pixels (PSF core). The middle and right panels cormedpo the drizzledRZ-
image showing the PSF corg & 2.4 pixels, middle) and the PSF wingg, & 10.0 pixels, right). The fit to the ellipticities in the middle el
is shown in the lower right panel of Fig. 5.

Fig. 4. Stellar ellipticity dis-

EXP: j8hoanry F775W—COR e, PSF—core r,=1.5 EXP:j8hoanrv F775W-DRZ e, PSF—core r,=2.4 tribution (PSF core) for an

u T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T u T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T
Fe1=-0.02956+0.00065  o(e1)=0.02470 Fe1=-0.026704£0.00062  o(e1)=0.02365 example F775W stellar field
exposure measured in the

0.1 7e2=-0.04571+0.00064  0(e2)=0.02437 0.1 e2=0.00330+0.00067 0(e2)=0.02556
e1ani=0.00016+0.00027  o(elani)=0.01045 e1ani=0.00043+0.00034  o(elani)=0.01295 ; ;
€2ani=0.00010+0.00026  o(e2ani)=0.00982 €2ani=—0.00009+0.00029 o(e2ani)=0.01088 undrizzled CORImage (left)
o . and the drizzledDRZ-image
(right). The open circles rep-

n = 1452 . N = 1446 ]

] resent the uncorrected el-
] lipticities €, whereas the
— black points show the ellip-

0.05 0.05

e2
o

e2
o

ticities €™ corrected with
a third-order polynomial for
each chip. In the right panel
o(e™) is significantly in-
creased, which is a result of
0 the re-sampling in the drizzle
e e N algorithm. In these plots out-
-0.1 -0.05 0 0.05 0.1 -0.1 -0.05 0 0.05 0.1 liers have been rejected at the
el el 3o level.

-0.05 -0.05

-0.1

4.4.1. Description of the algorithm PSF model as galaxy shapes are also measured on the drizzled
co-added image.

Due to the low number of stars present in galaxy fields, we In order to determine the correction for a co-added galaxy

require a PSF fitting method with as few free parameters fild, we fit the measured;“°R(ry = 1.5) of the Nsarsk Stars

possible, excluding the possibility to use for example adlir present in galaxy field exposukewith the stellar field PSF

polynomial interpolation. As the main PSF determining dact modelquC]’R(x y,rg), with j € 1, ..., Nsr and identify the best

is the focus position, we expect a nearly 1-parameter faafilyfitting stellar field exposuréx W|th m|n|mal

PSF patterns. With the high number of stellar field exposures

Ns[ar§<
analysed\ss = 205 for F775W andNs; = 184 for F606W, we )(E,j _ Z [ *COR(rg - 15)- qCOR(thi’ 1.5)]2 ) (31)
have a nearly continuous database of the varying PSF psittern =

This database consists of well constrained third- or fifttieo
polynomial fits tog. (X, y, rg) andT(x,y, rg) for numerous val-
ues ofrg, both for theCOR and DRZ-images. In this section
we omit the asterisk when we refer to these polynomial fi
derived from the stellar fields in order to allow for a cleas-di
tinction toq, measured from the stars in the galaxy fields.

Here we choose the Gaussian window scgle 1.5 WFC pix-
els to maximise the signal-to-noise in the shape measutemen
{see Sect. 3.3). In this fit we reject outliers at thgo2level to
ensure that stars in the galaxy field with noisy ellipticistie
mates do not dominate the fit.
Having found the “most similar” (best-fittingFORPSF
Given the noisie€, andq;, measurement in drizzled im-modelji for each galaxy field exposure, we next have to match
ages (see Sect. 4.2), we estimate the PSF correction foagygathe coordinate systems of the corresponddi®z-image and
field from the stellar images in eadBORexposure of the the co-added galaxy field. This is necessary, as the sbige
galaxy field. However, we apply the correspondidigZ-image images used to create the PSF models are always drizzled with
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Fig. 5. Third-order polynomial fits to stellar ellipticities in tHeRZ-images of two series of subsequent exposures. The 400degposures
were taken on 2002-08-28 (upper panels) and 2002-08-1&(Ipanels), where the time indicated corresponds to thelena@fdhe exposure
(UT). The variations are interpreted as thermal breathinthe telescope. The upper right and lower left plots are tlearoptimal focus
position, whereas the other exposures represent positius fdfsets (upper left panel) or negative focuEsets (lower right panel).

j8hoc3r3 rh=1982 o(rh)=0.088 rg=24 jBhoaiwm rh=1918 o(rh)=0100 rg=2.4 jBhoahbm rh=1.967 o(rh)=0084 rg=24

21 6000 21
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Fig. 6. Field-of-view variation of the stellar half-light radiug in the DRZ-images of three F775W stellar field exposures with posfoeais
offset (left), near optimal focus (middle) and negative focfisat (right). For these plotg was averaged within bins of 360300 pixels. Bins
without any stars show the average value.

out extra shifts in the default orientation of the cameragsmglas applied byMultiDrizzle for exposurek. For a galaxy with
the galaxy field exposures are alignedMwitiDrizzle ac- coordinatesX, y) in the co-added image we then compute the
cording to their dither position. For this we trace the posit “single DRZ'-coordinates

of each object in the co-added galaxy field back to the positio

it would have in the single drizzled exposutavithout shift

and rotation. Lety, and (o, Yo)x denote the rotation and shift( ):() - ( CoSpic singy )( X= Xoﬂk) (32)
Y/ \—singx cosgk J\Y— Yok
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and the PSF model 4.4.2. Test with star fields
QRA(X Y. Tg) = QR4 T, 1g) €% (33) In ord(ﬁr to eg':jim;\te tlr;e ?_c?(ljjr_acy of our fittinghscheflme ﬁ\g; test
TORZ(x y.rg) = TORZ(R 9.14). (34) it on all co-added stellar field images. For each stellar

randomly select subsets Nf;,, stars from th&€ORimages and

where we denote the Componemgq@?z aquRZ. the co-added image simulating the low number of stars ptesen
In order to estimate the combined PSF model for the ct galaxy fields. This subset of stars is used to derive the PSF

added ga|axy image, we then compute the exposure ujmemOdel as described in Sect. 4.4.1 which we then apply to the

weighted average entirety of stars in the co-added image. For the fitting ofra pa
ticular stellar field exposure, we ignore its own entry in B~
DRZ DRZ model database and only consider the remaining models. The
XY, lg) = t XY, Fg)A tA 35 .
Ga.come(X. Y- o) [zk: ol (%.Y:fo) k]/zk: K7k (35) strength of any coherent pattern left in the stellar eltititis

after model subtraction provides an estimate of the method’
TE’OanZb(x, y.rg) = [Z tkT,E’RZ(x, AD) Ak] / Z tAx (36) accuracy. In order to determine the actual impact of the rema
K K ing PSF anisotropy on the cosmic shear estimate, one has to
consider that although galaxy ellipticities are on the oarch
; ; e ; - less dfected by PSF anisotropy than stars, they are additionally
if the galaxy is located within the chip boundaries for exres ) :
g 4 P scaled with théP® correction (23,24). We thus “transform” the

k andA, = 0 otherwise. . N .
Another factor which is expected to influence the imag{gma'n'ng stellar ellipticity into a corrected galaxy piicity
see e.g. Hoekstra 2004)

PSF besides focus changes are jitter variations createedky t
ing inaccuracies (Sect. 3). To take those into account wa fit a.. 2ca TrPZQ
additional, position-independent jitter temf)(rg). We already & = TrpY [Trpsw(r )
take this constant into account while fitting the galaxy field gal o
stars with the stellar field models to ensure that a largerjitwhere we randomly assign to each star the valuePgyf,
term does not bias the identification of the best-fitting Sidal. ng‘l, andrg from one of the parallel data galaxies used for
Yet, as the number of stars with figient signal-to-noise is the cosmic shear analysis (see Sect.6). Fig.9 shows the esti
higher in the co-added image and since only the combined jittnate of the two-point correlation functions gf"*° averaged
effect averaged over all exposures is relevant for the analysiser all star fields and 30 randomisations foffelient num-

we re-determine the jitter term in the co-added drizzledgenabers of random stag,,. This plot indicates that already for
after subtraction of the combined PSF moqt%fmb(x, Y,rg). Ns@ar = 10 stars present in a galaxy field the contribution of re-
The final PSF model used for the correction of the galaxiesrisaining PSF anisotropy is expected to be reduced to a level
then given by (e;‘/*'joe;‘/’f% < 2x10°° corresponding te« 1 — 5% of the cos-
mological shear correlation function expected on scalelbgut

of all shifted and rotated single exposure models, with- 1

e:;(rg) - Pzggal ql[lztRo%m(X: Y, rg) ’ (39)

DRZ _ oPRZ 0
Ao total(% Y5 g) = g comp(Xs ¥ Fg) + Gy(T'g) (37) by a single ACS field. Since all of the examined parallel fields
andTORZ(x y, ry). and the large majority of the GEM$&OODS fields contain

Note that this correction scheme assumes that the PBRre than 10 stars (see Fig. 7), we are confident that the sys-
model quantitiesqffffz(x, y,rg) and TkDRZ(x, y,rg) determined tematic accuracy of this fitting technique will befcient also
for each galaxy field exposure can directly be averaged tr-defor the complete ACS parallel data.
mine the correction for the co-added image. While only lisigh ~ The further reduction of the remaining systematic signal
ness moments add exactly linearly, this computation sfgpli for largerNsir shows that the accuracy is mainly limited by the
ing approach is still justified, as both the PSF size vanati®iumber of available stars and not by a too narrow coverage of
and the absolute value of the stellar ellipticities are sfsale Our PSF database or the linear averagingf(x, v, rg).

Sections 4.2 and 4.3). Computing the flux-normalised trdce o For comparison we also plot in Fig. 9 the correlation func-
the stellar second brightness moments tions calculated from thé9-scaled, buthot anisotropy cor-

rected stellar ellipticity, which for larger scales is oéthame

0= Qu1 + Q2 (38) order of magnitude as the expected shear signal. Note tdat th

FLUX" plotted values depend on the selection criteria for thexgala
for all stars in the F775W stellar field exposures with fixeds (see Sect.5.1). Particularly, the inclusion of smalkess
rqg = 2.4 pixels, we find thaQ has a relative variation of 3% resolved galaxies would increase both the corrected anafunc
only (107). Therefore we can well neglect non-linear terms irrected signal. Additionally, it is assumed that the disttidn
duced by the denominator in (18). The same holds for noof PSFs occurring is the same for the star and galaxy fields. Fo
linear contributions oPs™ andT*, which show br-variations more homogeneous surveys (e.g. the GEG®ODS data)
only by 6% (TrP™]) and 5% {*). As a (very good) one might expectthat more similar PSFs occur more frequent!
first-order approximation we can therefore simply averaglean for the quasi random parallel star fields, for which the
AORA(%. Y, 1g) and TPR%(x,y, ) linearly, as also demonstratedstellar correlation function is expected to partially calnout.
in Fig. 8, where we compare the exposure time-weighted avéhus, we also plot the one sigma upper limit of the uncorcecte
age of the quantities measured from stars in individuaktetz correlation function in Fig. 9, which might be a more readist
frames to the value measured in the co-added image. estimate for the uncorrected systematic signal for suckeysr
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Fig. 8. Comparison of the stellar quantitigg andT* measured on individual stars with = 2.4 pixels from a co-added stellar field to the
same quantities computed as an exposure time-weighteagevef the estimates in the singdkZ-images. The good and unbiased agreement
justifies the direct use of these quantities in the PSF ctiorescheme without the need to work on individual momentse Plotted points
correspond to the three stellar field exposures shown indttern of Fig. 5. Note the larger scatter fgjr compared tay; which is mainly due

to the noise created by re-sampling.

4.4.3. Discussion of the algorithm S e

FrTTT
= {yr) ----5 —== () -5 B
— - — nocor 10 4

—-—-nocor 10 7

The applicability of the proposed algorithm relies on the as

sumption that the stellar fields densely cover the parameter Coneger TR e T 20
space of PSF patterns occurring in the galaxy fields. This is N Ny e Jg
likely to be the case if “E Tyl . 1 i~
1. both datasets roughly cover the same time span, =~ [ ;:\\ - //; e T A=
2. the number of star field exposures isfsiently large, s N~ S \\;\ 7 1o,
3. and no significant additional random component occurs be-_;cu °E \\\ ey CEE \\\, // € 2g
sides the constant jitterfiset that we have considered. KO ~ AR \\\ R
For both the F606W and F775W data (1) is fuffiled and from o [~~~ e
the ensemble of observed stellar field PSFs we are confident = E E 2
that (2.) and (3.) are also well satisfied. This is also corddm C ar ]
by the test presented in Sect. 4.4.2. Yet, the reader shotdd n i il A
that datasets might exist for which conditions (1.) to (39 a L B T

v dE v by by by d

not well fulfilled, e.g. due to observations in a rarely uséd fi T ST
ter with only a low number of observed stellar fields. In such a o 1 2
case the described algorithm might be adjusted using aiprinc
pal component analysis (Jarvis & Jain 2004) or theoretiS&l P _ ) » _ .
models (Rhodes et al. 2005, 2007). Note that thketinces in Fig. 9. Estimate for th(.e PSF flttlng accuracy: In order tq smglate th
. . . . low number of stars in galaxy fields, the PSF correction tegkn
the observed PSFs are interpreted to be mainly driventbsrdi lied to the 61 llel d fields. f hicly smiall
focus dsets. However, the suggested algorithm will worp;aS applied to the 61 parallel data star fields, from whicly snia
?nt o ! a9 g . ndom subsets dfly,r Stars were used to determine the fit. We plot
just as well if further factors play a role, as long a$figient he correlation functionge!™e/™®) (left) and (€:*°e:**° (right) of
stellar field exposures are available. the “transformed” and corrected stellar ellipticiey® (39), which
accounts for the dierent susceptibility of stars and galaxies to PSF
effects. The numbensg,, = (5, 10, 20, 50) indicate the number of ran-
dom stars used in each subset. Note that the uncorrectedi&F s
Finally we want to summarise the advantages our method pqagmputed from the transformed hubt anisotropy corrected elliptic-

vides for the high demands of a cosmological weak lensify (nocor) and its & upper limit (nocox-107) are only slightly lower
analysis on accurate PSF correction: thanACDM predictions for the cosmological lensing signal shown b

the dashed-dotted curves fog = 0.7, z,, = 1.34.
1. Our technique deals very well with the low number of stars
present in typical high galactic latitude fields, which in-

!
3
8 [arcmin]

4.4.4. Advantages of our PSF correction scheme

hibits direct interpolation across the field-of-view. different focus positions are combined, a single-focus PSF

2. The ACS PSF shows substantial variation already between model, as e.g. used by Rhodes et al. (2007), is no longer
consecutive exposures (see Fig.5), which is adequately guaranteed to be a good description for the co-added im-
taken into account in our technique. When exposures from age.
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Fig. 10.rp—magnitude distribution of the Parallel data F775W objects
after applying a cut 8\ > 4. The vertical lines indicate twoffierent Fig. 11.Number density of selected galaxiegk&> 4) for the parallel
cuts for the galaxy selection: Although a ayt> 2.4 pixels is sffi- data F775W fields and the GEMSOODS F606W tiles as a function
cient to reliably exclude stars, we additionally rejectyp@mall galax- of exposure time.

ies (24 pixels< ry < 2.8 pixels), which are most stronglyffacted by

the PSF.

a diffraction limited PSF (Sect. 2), we decided to use the more

3. Our PSF models are based on actually observed stefFSrOIVed galaxies withy, > 2.8 pixels. We plan to investigate

. : o whether this introduces a significant shear selection bits w
fields and are thus nofffected by possible limitations of ; ) :

. the space-based STEP3 simulations (Rhodes et al. in prep.).
a theoretical PSF model.

4. We determine the PSF fits in the undrizz@®Rimages, With these cuts we select in total 39898 (77749) galax-

hich lud ; tf dditional sh : -'He_s corresponding to an average galaxy number density
}[/;/Oécucggcbl:/ ri?sir:zgm%ac rom additional shape NoISe It 63 arcmin? (96 arcmin?) for the parallel F775W fields

5. The algorithm is applicable for arbitrary dither patteamd (GEMS+GOODS F606W tiles) with a corrected ellipticity dis-

rotations, and can easily be adapted for other weak Iensf?l%fs'om((:ca'eljo) =032 (,033) for eaph gompgnent.
techniques (e.g. Nakajima et al. in prep.). H05_foun_d t_hat the famtest_galames in their catalogue were

very noisy diluting the shear signal. Therefore they usera co
servative rejection of faint galaxiesn{ps < 27.0, SNR> 15)

5. Galaxy catalogue and redshift distribution leading to a lower galaxy number density-0f60 arcmin? for

the GEMS and GOODS F606W data. For our primary anal-

ysis we use a rather low cut/S > 4 (see above) to be con-

We select galaxies with cuts in the signal-to-noise ratiistent with.our analysis of_ the STEP _simulations. In or@ert

S/N > 4, half-light radius 2B <ry < 15 pixels, corrected 2SS€sS the impact of thefalntestgal_ames and ease th_e dempa

galaxy ellipticity|€%° < 2.0, and TP9/2 > 0.1. From the anal- SON to HQ5, we repeat the co_smologlcal parameter estimiation

ysis of the STEP1 image simulations (Heymans et al. 2008pfCt: 7 With more conservative cuts\&> 5, meos < 27.0 lead-

we find no indications for a significant bias in the shear estf!d t0 & number density of 72 arcrﬁﬁ)_wmch is roughly com-

mate introduced by these conservative cutsddt and TiPS. parable tp the va!ue found by .H05 given the deeper combined

However, due to a detected correlation of the shear estim&@CDS images in our analysis.

both withr,, and theSExtractor FLUX_RADIUS, cuts in these ~ We plot the average galaxy number density as a function

quantities introduce a significant selection bias. For thel-a Of exposure time for the ferent datasets in Fig. 11, indicat-

ysis of the STEP2 image simulations we therefore chgse ing that F606W is moreficient than F775W in terms of the

cuts closely above the stellar sequence (Massey et al. poo@4erage galaxy number density. However one should keep in

Yet, as the magnitude-size relation is verffeiient for ground- mind that _the parallel fields are subject to varying extmcti

and space-based images, we expect that a cut at laygell @nd more inhomogeneous data quality.

introduce a smaller shear selection bias for space-based im For the GEMS-GOODS tiles we rotate the galaxy elliptic-

ages. In Fig. 10 we plot the,—magnitude distribution of the ities to a common coordinate system and reject double detec-

objects in the F775W galaxy fields after a cyNS> 4 was tions in overlapping regions which leaves 71682 galaxies fo

applied. Considering the PSF size variation (Sect. 4.3)imnd S/N > 4 and 53447 galaxies for/8 > 5, meos < 27.0.

creased noise in thg measurement for faint objects, stars can

reliably be rejected with a cut, > 2.4 pixels. With the cuts

in |€%9, and TiPY applied, increasing the size cutity > 2.8

pixels rejects only 6.1% of the remaining galaxies. As theseregions where dierent GEMS and GOODS tiles overlap, we

galaxies are mostected by the PSF, and considering the pokave two independent shear estimates from the same galaxies

sible limitations for the application of the KSB formalismorf with different noise realisations corrected faffeient PSF pat-

5.1. Galaxy selection

5.2. Comparison of shear catalogues
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0.6+ ‘ ‘ ‘ ‘ —r 0.6+ ‘ ‘ ‘ ; =%
0.4+ F 0.4+ F
— 0.2 s 0.2 L Fig. 12. Comparison of the shear
2 T | | estimates between overlapping
$ 00l L2 00l | ACS tiles (left) and between the
= | ~% | | HO5 and our catalogue (right). The
ﬁio 5 | | ﬁio 5 | | grey-scale indicates the number of
’ ’ galaxies. Note the slight fierence
] I | | inthe shear calibration between the
—0.41 F 0.4 | two pipelines ¢ 3.3%). In the left
1 i 1 panel galaxies from dierent noise
-6~ —06Ff———+"——————+ realisations are compared, leading
—-0.6-04-02 0.0 02 04 06 —06-04-02 00 02 04 06 (5 ihe larger scatter. The solid line
7« 7.(S06) shows a 1:1 relation.

terns. This provides us with a good consistency check for adata (Vandame et al. in prep.), the Spitzer data providetéy t
shear pipeline. We compare the two shear estimates in the IBfAC instrument at 3.6, 4.5, 5.8, and &fh (Dickinson et al.
panel of Fig. 12. Although there is a large scatter creatatidy in prep.), andJ—band data from the MPGSO 2.2m and VLT-
faint galaxies, which are stronglyffacted by noise, the sheaVIMOS. Additionally the GOODS-MUSIC catalogue contains
estimates agree very well on average confirming the religbilspectroscopic data from several surveys (Cristiani etG02
of the pipeline. Croom et al. 2001; Wolf et al. 2001; Bunker et al. 2003;

Additionally, we match our shear catalogue to the HO5 cdpickinson et al. 2004; Le Fevre et al. 2004; Szokoly et al.
alogue, which stems from an independent data reduction P4 Stanway et al. 2004; Strolger et al. 2004; van der Wel
weak lensing pipeline, and compare the two shear estimate§§ &- 2004; Mignoli et al. 2005; Vanzella et al. 2005), which
the right panel of Fig. 12. Overall there is good agreement H¥€ also compiled in a Masfecatalogue by the ESO-GOODS
tween the two pipelines with a slightfrence in the shear cal-€am. We match the GOODS-MUSIC catalogue to our filtered
ibration, where our shear estimate is in average largerds3. 9alaxy shear catalogue, yielding in total 8469 galaxieswit
This is also consistent with results of the STEP projectgivé Photometric redshift estimate, including 408 galaxietiwi
a 3% under-estimation of the shear for the Heymans pipelii@iditional spectroscopic redshifts and a redshift qudldy
in STEP1 (Heymans et al. 2006b) and an error of the av@ < 2. In the area covered by the GOODS-MUSIC catalogue
age shear calibration consistent with zero for the Schrebba>-0% Of the galaxies in our shear catalogue wighs < 26.25
pipeline in STEP2 (Massey et al. 2007a). The slightijedent have_a redsh|_ft _estlmate, and only for faln_ter magnitudés su
results for the two KSB pipelines are likely to be caused bystantlal reqlshlft mcompletenes.s occurs (Fig. 13). Graeial.
the shear calibration factor used in our pipeline and tiffedi (2006) estimate the photometrlt_: redshifts errors frt_)m tim)g
ent treatment of measuring shapes from pixelised data,avhift€ Scatter between photometric and spectroscopic ritslhi
we interpolate across pixels while HO5 evaluate the integia be(|Az/(1 + _Z)|> = 0.045. . L
the pixel centres. See also Massey et al. (2007a) for a discus In cosmic shear studies the redshift distribution is often
sion of the impact of pixelisation based on the STEP2 resulf@rametrised as
For the GEMS and GOODS data a shear calibration error of B @ 7\
~ 3% is well within the statistical noise. P@ = —7= (—) P[—( ) } (40)

20 (42) %

(e.g. Brainerd et al. 1996; Semboloni et al. 2006; Hoekstra
et al. 2006). In order to extrapolate the redshift distitmut

. . for the faint and redshift incomplete magnitudes we conside
In order to estimate cosmological parameters from cosmi : .
o . P2 = p(zmees) and assume a linear relation between the
shear data, accurate knowledge of the source redshift-dis . . i
T . L . . . magnitudemggs and the median redshiff, of an ensemble of
bution is required. This is of particular concern if the taifts ) : . .
R ; . galaxies with this magnitude
distribution is constrained from external fields (see ean v
Waerbeke et al. 2006; Huterer et al. 2006). However, as the= rzy = a(megos — 22) + b, (412)

ChandraDeep Field South has been observed with several in- : . .
struments including infrared observations, accurateghet- wherer (a. §) is calculated from numerical integration of (40).

ric redshifts can directly be obtained for a significant fiat Fhor a j"r;?fle gall;':lxk))/_lpf rg_agr_gtudeﬁoe,_ (40) rc]:orresponds to

of the galaxies without the need for external calibratiorthis the redshift probability distri u'qon given the param_em
work we use the photometric redshift catalogue of the GOOD@-’ﬂ’ a,_b). _Thus, we can constram these parar_nete_zrs via amax-
MUSIC sample presented by Grazian et al. (2006). This calum likelihood analysis, for which we marginalise over the
Iogue combines the F435W, F606W, F775W, and F850LP ACS http://www.eso.org/science/goods/spectroscopy/
GOODSCDFS images (Giavalisco et al. 2004), théKs VLT CDFS_Mastercat/

z
Vzy)

5.3. Redshift distribution
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Fig. 13. Number of selected GOODS-CDFS galaxies as a function of 0 1 2 3 4 5

Msos. The solid line corresponds to galaxies for which spectipicor z

photometric redshift are available from the GOODS-MUSI@pke
(Grazian et al. 2006), whereas the dotted line shows galami¢he
shear catalogue without redshift estimate located in theesarea.

Fig. 14. Redshift distribution for the matched shear catalogue
galaxies with redshift estimate from the GOODS-MUSIC sam-
ple in the magnitude range Zb < mges < 26.25 (solid line his-
togram). The dashed curve shows the reconstructed rediibift
photometric redshift erroraz The total redshift distribution tribution N¢(2) for these galaxies using the best fitting values for
of the survey withN galaxies is then constructed as (a,B,a,b) = (0.563 1.716 0.299 0.310). The dotted curve was com-

_ puted for fixed ¢, 8) = (2,1.5).

122 P(z Mooe())

N possible bias we thus always truncate the high redshiffdail
Note that this approach is similar to the one used by HO5, bt 4.5
does not require magnitude or redshift binning. For comparison we also determine a reconstruction from
For the maximum likelihood analysis we apply the CERMe pest fitting values fora(b) with fixed values ¢,8) =

Program LibrarytINUIT® and use all galaxies with redshift es12, 1.5), which are sometimes used in the literature (e.g. Baugh
timates in the magnitude range.2% < mes < 26.25. Varying g Efstathiou 1994; HO5). While they seem to provide a good
all four parametersaf 8. a, b) we find the best fitting param- yarametrisation for shallower surveys (see e.g. Brown et al
eter combinationd, 8. a,b) = (0.563 1.716,0.299 0.310), for  2003), they lead to a distribution that is too narrowly pehke

which z, = 0.7477. In order to estimate the fit accuracy, W&yjth a maximum at too high redshifts for the deep GEMS and
fix @ andg to the bestfitting values and identify the 68% (95%300DS data (Fig. 14).

99 = (42)

. . R 0:006(Q013) . _ ) > . .
confidence intervals foa andb: a = 0.299'; 570014y P = A maximum likelihood analysis can only yield reasonable
0.31@8:81%8823 parameter constraints if the model is a good descriptioh®f t

Using these parameter estimates, we reconstruct the redta. To test our assumption of a linear behaviour in (41), we
shift distribution of the galaxies used for the fitting (Fig). bin the matched galaxies in redshift magnitude bins and de-
The reconstruction fits the actual redshift distributioryweell  termine a singlez, for each bin using an additional likeli-
except for a prominent galaxy over-densityzat 0.7 and an hood fit with fixed ¢, 8) = (0.563 1.716), see Fig. 15. A linear
under-density at > 1.5, which are known large-scale structure;,(meos) description is indeed in excellent agreement with the
features of the field (Gilli et al. 2003, 2005; Szokoly et &02; data in the magnitude range used for the joint fit. Only at the
Le Févre et al. 2004; Adami et al. 2005; Vanzella et al. 2006right end the large-scale structure peak at0.7 induces an
Grazian et al. 2006). Yet, given that the reconstructionthed increased scatter. However, the likelihood fit is much ldss a
photometric redshift distribution have almost identioai@ge fected by large-scale structure than the directly compuoted
redshifts(zecor(fit sample) = 1.39, (zpnoto(fit sample) = 1.41, dian redshift, which in contrast under-estimates the stiplee
we estimate that the impact of the large-scale structure my(msoe) relation forzy < 24.7 (see Fig. 15). This is the reason
the cosmic shear estimate via the source redshift distrimhy HO5, who use the median redshift computed from spectro-
tion will be small. However, the large-scale structure sigcopic data in the magnitude range&4 mgos < 24.4, derive
nificantly influences the estimate of the median redsh#tsignificantly flattez,(meoe) relation
Zmrecor(fit sSample)= 1.23, zy photo(fit sample)= 1.10. Thus, a o
redshift distribution determined from the computed medid ~ = —3.132+ 0.164meps  (21.8 < Meos < 24.4) (43)
redshift of the galaxies would most likely be biased to toe lo
redshifts. Note that in Fig. 14 the reconstruction falisstower

for high z than the actual distribution of the data. To excludelggue' ) o ,
In order to verify the applicability of (41) for our fainter

8 http://wwwasdoc.web.cern.ch/wwwasdoc/minuit/ shear galaxies, we also plnt(mgee) in Fig. 15 computed from

leading to an estimate @f, = 1.0 + 0.1 for their shear cata-
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T T T T T T our analysis as a consistency check using only galaxies with
— 2,=0.299(Magge—22)+0.310 21.75 < mgpg < 25.75 yielding a very similar redshift distribu-
- 2_=0.164maggy,—3.132 (HOS) tion with z,, = 1.44. We thus conclude that the low level of in-

Z o HUDF (C06) I completeness does not significantijiegt our analysis.
. For the brighter galaxies in our shear catalogue with
] S/N > 5, mgos < 27.0, the constructed redshift distribution is
1.5 EE 7 expectedly shallower witlz,, = 1.37+ 0.02(0.05)+ 0.08 and

can well be fit with a magnitude independent distribution
(40) with (@,8,20) = (0.529,1.470,1.717). Using our redshift
parametrisation we also estimate the median redshift fer th
HO5 shear catalogue yieldizg = 1.25+ 0.02+ 0.08. Here we
estimate slightly lower systematic errors due to the lesger
trapolation to fainter magnitudes.

}LH T T T ‘ T T T ‘ T T T ‘ T T
\
A

\

G00DS-MUSIC tion to constrain cosmological parameters marginalisingr o

0.5 S = In Sect.7 we will use our derived redshift distribu-
i ﬁifmf;ii’z‘“ i the statistical plus systematic error #,. Furthermore we
oLl 1 v 1 will use this redshift distribution when we compare cos-
22 24 26 mic shear estimates for the GEMS and GOODS data with

Msos theoretical models. The theoretical cosmic shear predisti

: . . o . shown in this paper are calculated for a fl"RCDM cos-
Fig. 15. Median redshift of the matched galaxiesrgoe bins com- . .
puted directly from the data (thin crosses) and determimech fa mology according to the three year WMAP-only best-fitting
maximum likelihood fit forz, with fixed (@.8) = (0563 1.716) (ri- VAIUES for L4, Qm, Oy, h.ng) = (0.76,0.24,0.0420.73 0.95)
angles), with errors-bars indicating the error of the mearthe (SPergel et al. 2006) for fierent power spectrum normalisa-
1o confidence region, respectively. The solid line correspotal tionscg calculated using the non-linear correction to the power
the best fitting parameters of the joint likelihood fit, whesethe spectrum from Smith et al. (2003).
dashed line shows the fit determined by HO5 for the magnitude At this stage we use the parallel data to test our pipeline
range 218 < meos < 24.4. Note that a large-scale structure peak aind search for remaining systematics, while presenting a
z=~ 0.7 induces both the flatter slope for the directly computed cosmological parameter estimation in a future paper based
for meee < 24.7 and the increased s.pread fqr 'Fhe fitted points foyn g larger data set. Given the inhomogeneous depth and
Meos S 23.3. Forrr*_soez 26.25 substantlal_redshlft incompleteness 0C3ata quality of the parallel data, this cosmological parame
curs. For comparison we also plot the d".recuy computed eregho- ter estimation will require a thoroughly estimated, field de
tometric redshift from the HUDF (open circles, Coe et al. 00 e g .
pendent redshift distribution. For the purpose of compmarin
the different estimators for shear and systematics to the ex-
photometric redshifts for the HUDF (Coe et al. 2006), findingected shear signal in the current paper, we apply a simpli-
a very good agreement. fied global redshift distribution estimated from the F775W
Using the parameters (B, a,b) we construct the redshift magnitudes in GOODS-MUSIC catalogue. Similarly to the
distribution for all GEMS and GOODS galaxies in our she@&606W data we apply our likelihood analysis to all GOODS-
catalogue from (42). The resulting redshift distributicasha  MUSIC galaxies with 2D < my75 < 26.0 yielding best fitting
median redshift z,(GEMS+ GOODS)= 1.46+ 0.02(005), parametersqd,s,a,b) = (0.723 1.402,0.309 0.395), for which
where the statistical errors stem from the uncertaints ahd z, = 0.9395. The upper magnitude limit was chosen due to a
b. Systematic uncertainties might arise from applying (4¥)milar turn-dtf point of z,(my75) as in Fig. 15 indicating red-
for galaxies up to 1.5 magnitudes fainter than the magnitusleift incompleteness. To account for thefeient extinction
range used to determine the fit. Additionally, the photoietin the parallel fields and the CDF#$2"° = 0.017 mag), we
redshift errors used in the maximum likelihood analysis db napply an extinction correction based on the maps by Schlegel
take catastrophic outliers or systematic biases into ad¢cbut et al. (1998).
see Grazian et al. (2006) for a comparison to the spectrascop Using the extinction corrected magnitudes of all F775W
subsample. Furthermore the impact of the large-scaletataic galaxies in the parallel data shear catalogue, we con-
on the source redshift distribution will be slightlyfidirent struct a redshift distribution withz, = 1.34, which can
for the whole GEMS field compared to the GOODS regiobe fit with a magnitude independent distribution with
We estimate the resulting systematic uncertainthas: 0.1, (a,8,2%) = (0.7461.163 1.191).
yielding  z,(GEMS+ GOODS)= 1.46+ 0.02(005)+ 0.10.
The congtructed _redshift distribqtiop i_s well fit wit.h6. Cosmic shear estimates and tests for
a magnitude independent distribution (40) with systematics
(a, B, 20) = (0.537,1.454, 1.832).
Given that we derive the redshift parametrisation from tHa this section we computeftierent cosmic shear statistics and
matched GOODS-MUSIC galaxies in the magnitude rangerform a number of diagnostic tests to check for the presenc
21.75 < mgpg < 26.25, while a low level of redshiftincomplete-of remaining systematics. For the GEMS and GOODS data the
ness already occurs fongos > 25.75 (see Fig. 13), we repeatplots in this section correspond to the larger galaxy set wit
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Fig. 16. Mean galaxy ellipticity before
({&,), left) and after (€5°), right) PSF cor-
rection as a function of the mean PSF
anisotropy kernel averaged over all galax-
ies in a field(q, ), computed on &eld-by-
field basis for the F775W parallel fields.
The lack of a correlation after PSF cor-
rection (cor= 0.08) is a clear indication
that PSF anisotropy residuals cannot be
the origin for the negative average ellip-
ticity (€5°).

Fig.17. Mean PSF corrected galaxy el-
lipticity (€5°) binned as a function of the
PSF anisotropy kerned, for the paral-
lel data (left) and the GEMSGOODS
data (right). The binning (indicated by
the horizontal error-bars) was chosen such
that all bins contain an equal number of
galaxies. The lack of a correlation for the
GEMS+GOODS data andes®) for the
parallel data confirms the success of the
PSF correction. The interpretation of the
moderate correlation detected f((aif") in

the parallel data is ambiguous as it can
also be caused by a position dependence
of (€5).

S/N > 4 including the faint galaxies which are stronger afected galaxy ellipticity is consistent with zero for the

fected by the PSF.

6.1. Average galaxy ellipticity

For data uncontaminated by systematics the average galéy = 0.0045=+ 0.0009).

GEMS and GOODS data, while the average uncorrected
ellipticity is significantly non-zero for both datasets i(pa

allel:

(er) = —0.0102+ 0.0012,

GEMS+GOODS:

(&) = 0.0028+ 0.0012;
(er) = —0.0090+ 0.0009,
Therefore this explanation be-

ellipticity is expected to be consistent with zero. Any sfgn comes quite implausible, particularly as the average numbe
cant deviation from zero indicates an average alignmeritef tof stars usable to derive the fit is higher for the parallehdat
galaxies relative to the pixel grid. We plot the average cofFig. 7).

rected but not rotated (see Sect.5.1) galaxy ellipti¢e§P) To further test whether imperfect PSF correction could be
for each field in Fig. 20. Whereas the global average is esséime cause, we plot the mean galaxy ellipticity as a functibn o
tially consistent with zero for the GEMS and GOODS datdne mean PSF anisotropy kernel orfield-by-fieldbasis for
((€5°) = —~0.0004+ 0.0011,(€5°) = 0.0012+ 0.0011), the av- parallel data in Fig. 16. While there is a substantial catieh
erageer®-component is significantly negative for the paralldbetween(q,) and the mean uncorrected ellipticits, ) (corre-
data (€7°) = —0.0084+ 0.0015,€5°) = 0.0020+ 0.0015) cor- lation cor= cov[(Qq), (€x)]/(0(q,)0e,)) = 0.38), the mean PSF
responding to an average orientation in the direction ofythecorrected ellipticity(e°) is basically uncorrelated witkq,)
axis. (cor=0.08), clearly indicating that imperfect PSF correction
is not the culprit here.

We also plot the mean corrected galaxy elliptici{g®)
computed ing,-bins in Fig.17. The absence of a correlation
There are dferent d€fects which could in principle causeboth for the GEMSGOODS data and additionall§e'§°) in
such an average alignment: For example one could sp#te parallel data again confirms the success of the PSF cor-
ulate that our PSF fitting technique fails for the parallekbction. For the parallel data a moderate correlation is ob-
data or that our implementation of the K$Bformalism served betwee(eifo) andq,, which at first sight might be in-
under-estimates the PSF anisotropy correction, e.g. deepreted as an indication for imperfect PSF anisotropyexer
to neglected higher-order moments. Yet, the average ction. However, it is important to keep in mind that is posi-

6.1.1. Could it be residual PSF contamination?
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Fig. 18. Average corrected galaxy ellipticitygs®) for the parallel Fig.19. Average corrected galaxy ellipticityes®) for the parallel
F775W galaxy fields as a function af, they-position relative to the F775W galaxy fields as a function of time since the instaltatf
gap between the two camera chips. The curve sh@if(Ay) box- ACS on March 7, 2002. The solid line shows a linear fit. If thg-ne
averaged over 3000 galaxies. For cert&jyrthe error-bars indicate the ative (éfo) would be created by degradation of CTE an increase of
width of the averaging iy and the error of the estimate. The straighthe dfect with time would be expected, which is not supported by the
lines indicate the expected dependence if the neg&l’j\?ezwas purely data.

caused by CTE degradation assuming a linear dependence rokn

ellipticity on the CTE charge loss. . . . . .
pHCLY g estimated from high signal-to-noise stars does not progide

suficient CTE correction for faint galaxies.
tion dependent. Hence, if aftBrent position dependenffect For a uniform distribution of charge traps the impact of
causes the non-zee;°) it will also mimic a dependence onCTE degradation depends linearly on the number of parallel
g.. From Fig. 5 we find for example that highly negative valkransfers, so that objects located near the gap betweewthe t
ues forg; appear mainly near medigdpositions close to the chips will be dfected the most. Mutchler & Sirianni (2005) find
gap between the two chips. Thus, the apparent correlation he significant diference in the parallel CTE for the two chips,
tween(e®) andg; shown in Fig. 17 could also be caused bjndicating that also any impact on the weak lensing measure-
a different éfect which acts most strongly near the chip gapnent should be symmetric between the two chips. In Fig. 18
such as CTE degradation (see Sect. 6.1.2) or artefacts duevéoplot(€5°) as a function ofAy, they-position relative to the
bad columns (see Sect.6.1.3). In this sensefitld-by-field gap between the two camera chips. Although for the lower chip
comparison shown in Fig. 16 is a better test for imperfect P8y < 0) (€5°)(Ay) roughly agrees with the linear trend ex-
anisotropy correction, as it is independent of a possibk-popected for a CTE degradation, there are significant deviatio
tion dependence. Given the fact that this test does not shofoathe upper chip4y > 0).
significant indication for imperfect PSF anisotropy cotie, Furthermore the AGSVFC CTE decreases nearly linearly
we conclude that it is most likely not the explanation for theith time (Riess & Mack 2004; Riess 2004; Mutchler &
non-zero(éf"). We investigate the position dependence furth&irianni 2005) so that one would also expect a linear deereas
in Sect. 6.1.2 and compute the star-galaxy cross-comelats of (eilso) with time, which is not in agreement with the data
an additional test for PSF anisotropy residuals in Sect. 6.3 (Fig. 19). In addition, again, the discrepancy does not ofau
the GEMS and GOODS data, which were taken nearly in the
same time period as the parallel data. We thus conclude that
CTE degradation is not the dominant source for the observed
Another possible explanation is a degradation of the chargmgative(éf°>. Note that Rhodes et al. (2005, 2007) detect dis-
transfer dficiency (CTE) due to charge traps created by thmepancies between their focus-depend@N¥TIM model and
continuous cosmic ray bombardment. The AGEC has two stars in the COSMOS data, which they interpret to likely be
read-out amplifiers per chip, which are located in the four cacaused by CTE degradation. This is not in contradiction to ou
ners of the instrument. Of major concern is the degradatioesults, as the COSMOS data were taken at later epochs with
of the parallel CTE causing charge trails behind object&ién tsignificantly increased CTE degradation.
readout direction, which also in the drizzled images is appr As a further test we also split the data shown in
imately parallel to the/—direction. These charge trails lead td-igures18 and 19 into a low and a high signal-to-
an average alignment of objects in fradirection, correspond- noise subset. Here the observed dependencies are qual-
ing to a negative average ellipticity component. As the depthitatively unchanged, but at a lower significance, with
of charge traps is limited, faint objects loose a largertfomc a slightly larger absolute values of the negativéfo)
of their charges than bright ones, leading to a strong siggmal for the fainter sample(e°)(S/N < 7.5) = -0.0092+ 0.0022,
noise dependence of théfect. Therefore the PSF correction€F°)(S/N > 7.5) = —0.0077+ 0.0018. If the éfect was caused

6.1.2. Impact of CTE degradation
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Fig. 20.Average corrected galaxy elliptic-
ity €° for the parallel data (left) and the
GEMS+GOODS data (right). The open
symbols represent single field averages,
whereas the bold symbols with error-bars
(1) show global averages. The large
error-bars in the lower right corner cor-
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error, where the GEMSGOODS error-
bar is smaller compared to the paral-
lel data error-bar due to the higher av-
erage galaxy number density (Fig.11).
The parallel data was split according to
the maximal dither between the expo-
sures in thex—direction AX [pixels], as
the x—dithering determines the possibili-
ties to correct for bad columns.
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by CTE, one would probably expect a stronger dependencermisy outliers during the PSF fitting, explaining why thieet
the signal-to-noise ratio. is not taken into account by the PSF correction.

We try to minimise the impact of known bad pixels by
rejecting galaxies containing low weight pixels within ithe
SExtractorisophotal area (see Sect. 3.3). However, also a bad

In order to understand the origin of the negat{eg®) for the column located near the edge of a galaxy image might bias the
F775W parallel data it is helpful to consider th&eiences be- Shape estimate without being rejected in this way. Notetthdt
tween the two surveys, as the problem does not occur for #umn segments appear with a higher density near the chip
F606W GEMS and GOODS images. Besides tifeedint fil-  9ap, which might qualitatively explain tiey dependence plot-
ters and more homogeneous depth of the GEMS and GOO#§g in Fig. 18.

ti|eS there are Only twofeects Wh|Ch can SignificanﬂyffECt A|th0ugh the Comparison shown in F|g 20 Supports our in-
the image quality: Firstly the F775W fields are taken in paerpretation that the negativeé®) is caused by a lack of dither-
allel in contrast to the F606W data. Although this could haygg, we will need to further investigate thigfect on the basis
some impact on the image PSF (Sect. 3.1), it is taken into fthe complete ACS Parallel Survey for a final judgement, as

count in our PSF correction scheme (Sect. 4.4). Secondly thgxtends over a much larger time span allowing a clearer dis
GEMS and GOODS data are well dithered, whereas mosti@fction from CTE défects.

the parallel fields were observed with no or only small dither - -
ing as defined by the primary observations. To test the impact S° far we co-add parallel data observed within one visit
on the galaxy shape measurement we split the parallel fieldd§ Maximise the stability of the image conditions. Due to the
Fig. 20 into three sets according to the maximal shift betwe&UCcessful PSF correction for the two-epoch GOODS data (see
the exposures iR—directionAX. |ndeed(e'f°> is almost consis- alsq Secuon; _6.3 a_md 6.4) we are confident that a complnanon
tent with zero for the well dithered fields withX > 10 pixels of different visits will also be possible for parallel data with re-

(6 WFC pixels), whereas it is significantly negative for thed observations, which will reduce the number of fields withipoo
dithered fields. dithering. Additionally we are working on an improved séarc

] o _algorithm for galaxies which arefacted by bad columns.
Proper dithering is important to correct for bad or hot pix-

els, which otherwise create artifacts in the co-added frame
Without dithering known bad pixels lead to output pixels reé o Error estimates
ceiving zero weight, which we set to zero pixel value, white u

known bad pixels such as spontaneously hot pixels or varia ihe following subsections we compute several estimdtors

bias structures directly contribute with their bad pixelea  {he cosmic shear signal and remaining systematics. Thie-stat
Bad pixels are not completely randomly distributed on tHeeal errors of these estimates are always computed in dasimi

CCD chips, but sometimes occur as bad columns or clustemy.

of bad pixels, which are preferentially aligned in the rasido

direction and therefore thg-direction. Thus, without proper

dithering the shapes of faint objects containing bad cowiomn 6.2.1. Parallel data

pixel clusters could possibly be influenced such that a sligh

average alignment in thgdirection is created and a negativéBootstrapping on galaxy basis. To derive statistical weights

(€5 is measured. We expect that faint galaxies are stronger, £. and(MZ)), we generate for each fieid200 bootstrap

and due to their size more likelyffacted than compact highsamples of the galaxy catalogue and comgute and<M§p>ij

signal-to-noise stars, which additionally might be regekcas for each angular bir). The weightw;; for this field and bin is

6.1.3. Impact of dithering
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then given as the inverse bootstrapping variange= 1/o-i2j, Sampling variance from Gaussian random fields. Given that

yielding the combined estimates the GEMS and GOODS mosaic samples only one particular
. Ny field in the sky, the large scale sampling variance erroraaan
Z:Nﬂe\ds W Z f|e\ds<M2 W . ) ] .
£ = 22t £ ijWhj (M2 = ==t ap)ij Wi . (44) be determined from the data itself. In order to derive a tégéor
! Zi’\:if‘dswi j ' o'l Zi’iﬁf‘dswi j cal error estimate we have created 2006 1° Gaussian reali-

sations of the shear field for’®CDM cosmology withog = 0.7
&fid the GEMS redshift distribution, which we populate with
96 galaxies arcmif with ellipticities randomly drawn from
our shear catalogue. We then select 28 x 28 subregion
representing the actual masked geometry of the mosaic. From
Bootstrapping on field basis. We determine the measurementhe sheared ellipticities we then compute the covariance ma
error of the field combined estimates far; and(MZ,); from  trix of the correlation functions from the fliérent realisations
300 bootstrap samples of our fields, combining the estimafsse Simon et al. 2004). This provides us with a robust estima
for each realisation according to (44). The error of the comf the error covariance in the Gaussian limit also including
bined signal in each angular bjnis then given by the bootstrapthe shape and shot noise contribution. Note, however, ligat t
variancea-J?. This error estimate accounts both for the shafigaussian assumption strongly under-estimates the sagnplin
noise and cosmic variance. variance fod < 10 (Kilbinger & Schneider 2005; Semboloni
et al. 2007), which we further discuss in Sect. 7.

The estimate for the galaxy-star cross-correlation (s
Sect. 6.3) is calculated accordingly, with bootstrappifithe
galaxy catalogue and a fixed stellar catalogue.

6.2.2. GEMS and GOODS

Bootstrapping on galaxy basis. For the combined GEMS and 6.3. Star-galaxy cross-correlation

GOODS mosaic catalogue we analogously perform bootstram important diagnostic test for theffectiveness of the PSF
ping on galaxy basis to derive the shape noise error. Theserranisotropy correction is given by the cross-correlatiomieen
plotted for the galaxy-star cross-correlation and th®Enode uncorrected stellar ellipticities® and corrected galaxy ellip-
decomposition within Sections 6.3 and 6.4 correspond ® thicities y, which can be used as an estimate for residual PSF

bootstrap variance. contamination. Following Bacon et al. (2003) we compute
For the cosmological parameter estimation in Sect. 7 co- i i}

variances are required, which additionally take sampliag-v csys(g) = e @Kye)O) ) (47)

ance into account. We compare covariances estimated|glirect (ere)(6)

from the data using a jackknife method with estimates fropy,, he parallel data we substituge with the smearing cor-

Gaussian realisations of the cosmic shear field. rected PSF model ellipticity

e . 2
Jackknife method. We use the modified jackknife method ape, ., = %Pjggal Phioral(% Y- Tg) » (48)
gal

plied by HO5 to estimate the covariance matrix of the cosmic

shear estimators. In contrast to the bootstrapping on gal?éee Eq.39), at all galaxy positions, which is necessary as

basis, the jackknife method applied includes an estimate {%*e*) is very noisy and undetermined in many bins due to the
small-scale cosmic variance. However, it must under-e&témf

. . Ww stars present in most of the single parallel fields.
cosmic variance on scales of the order of and larger than tﬁe P glep

: . ; . . . As can be seen from Fig. 2C¥®is consistent with zero for
field SIz€. We des_cnbe the algorithm in te”T”S of the_corr@rlat the GEMS and GOODS data for @lindicating that the PSF
functionsé.: We first compute the correlation functign ; in

o correction works very well for this dataset. For comparig@n
the angular binj from the complete galaxy catalogue. Next svs . .

L ) . also plotCsY* computed from the smearing but not anisotropy
we divide the whole survey inthN separate sub-regions on thecorrected alaxy ellipticities, which exceeds the thecadly
sky, where for convenience we use tle= 78 individual ACS g y b !

. . . ) o expected cosmic shear signal, emphasising the need foepro
tiles. Then, the correlation functiaf ;; is computed omitting b 9 P g prop

. . . ; PSF correction.
thei-th subregion fof = 1, ..., N. With In contrast,C%is non-zero for the parallel data for most

Erij = Néwj — (N=1)éuy, (45) 6. Considering the results from Sect. 6.1.3 we interpretris
maining systematic signal as cross-correlation betwes (et

Eh? _Jacl:knlfe zs’ttr']m?teklior%j 'f_ gl;/enf 32’ the a_verag(ka) erage) PSF pattern and the mean ellipticity component iediuc
£uj = <§¢wii>_’ and the jackknite estimate of the covarnance y the lack of dithering. This interpretation is supportgcte
tween binsj andk can be computed as

fact thatCs¥® is almost consistent with zero when computed
1 i=N . . from the corrected galaxy ellipticities minus the mearpéit-
(s jA&+ k) = N(N-1) Z (fi,ij _é:i»j)(é:;ik - fi,k) . (46) ity (Fig.21), suggesting that the PSF correction also peréo
i=1 well for the parallel data.
Note that this jackknife method is expected to slightly unde  The underlying assumption of our PSF correction algo-
estimate the error even on scales much smaller than the fieldm is that the stellar fields sample the parameter spae&bf
size due to the mixing of power betweetfdient scales in the variations in the galaxy fields fiiciently well (see Sect. 4.4.3).
non-linear regime. To test this assumption we repeat the analysis always uséng t
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Fig. 21. Star-galaxy cross-correlati@@* for the parallel data (left) and the GEMS and GOODS data {yigithereC**is calculated from the
uncorrected stellar ellipticities' for the GEMS and GOODS data and the PSF anisotropy mejdefor the parallel data. The squares show
Cs¥scomputed from the corrected galaxy ellipticities. For thegliel data this can be compared to the crosses (starsieuwtieePSF correction
was derived using the second-best fit PSF models. The riglglidiference between the two indicates that the F775W stellardigidsures
sample the PSF variationsfBuaiently well. For comparison we also pl6t’* determined from the smearing but not anisotropy correcataixy
ellipticities (triangles), and in case of the parallel daltso computed from corrected galaxy ellipticities aftestsaction of the mean corrected
ellipticity (circles). The diferent data sets are displayed witlfeliento-offsets for clarity. The dashed (dotted) line showSDM predictions
for (yryr) ((yxyx)) for og = 0.7.

secondbest fit PSF model instead of the best fitting modedg = 1.0 (dotted lines in Fig. 22). While thefiiérence is small

If the sampling of the PSF variations was noffslient, we for the GEMS and GOODS data @ x 107°), the small size
would expect a significant impact on the PSF corrected @lf the single ACS fields leads to a stronger cosmology depen-
lipticities and particularlyC's when switching to thesec- dence ¢ 1.5 x 107%) for the parallel data. The B-mode compo-
ond-best fit PSF model. However, as the observed impactrienté® is consistent with zero for both datasets indicating that
negligible both forCss (left panel of Fig.21) and the meanwe are not subject to major contaminations with systematics
corrected galaxy ellipticity ( 'S°m°d2) —-0.0085+ 0.0014, The only exception is the slightly negatigé for the GEMS
e'zsomf’dz 0.0018+ 0.0014, compare to Sect.6.1), the samnd GOODS data at large scales, which is an artefact of the
discontinuity between the fiducial cosmological model drel t
low shear signal measured at large scales (see the E-maede sig
nal and Sect. 6.5.1) in combination with the bootstrap srror
which do not take cosmic variance into account.

pling of the PSF parameter space indeed seemdficasu

6.4. E-/B-mode decomposition

As a further test for contamination of the data with systemat

ics we decompose the shear signal into E- and B-modes gt 2. (M
ing the shear correlation functiog§(6), ¢8(6) (Fig.22) and

the aperture mass dispersion (Fig. 23). For this we firstueal@lso the B-mode component of the aperture mass dispersion
late £,(6) and£_(6) in 300 (1800) finite linear bins of width (M2)(@) is consistent with zero for both datasets indicating
A9 = 0’83 (¥'17) from 1’to 42 (38) for the parallel (GEMS the success of our PSF correction scheme (Fig. 23). Note that
and GOODS) data=8() and(M3,,)(6) are then computed the E/B-mode mixing due to incomplete knowledgef(6)
according to equations (8,15,16) and logarithmicallyirmbd for small 8, which was recently discussed by Kilbinger et al.
to reduce noise. (2006), only leads to minorfeects for thef range consid-
ered here, since we truncatg(d) only for 8 < Omin = 2”. See
Schneider & Kilbinger (2007) for a FB-mode decomposition
which can also be used for larg@fin.

p>/< M?2) decomposition

6.4.1. £5/¢B decomposition

As the computation of8(6) requires knowledge of_ also

for 6 larger than the field size (see Sect. 2.1), we substitute §& shear correlation functions

measured_ for 6 > 4’ (6 > 35) with theoretical predictions

for a fiducial ACDM cosmology withog = 0.7. The impact of We plot our estimate for the logarithmically binned sheas-tw
the fiducial cosmology on the B-mode decomposition canpoint correlation functiongyy:)(6) and {(yxyx)(@) in Fig. 24.
be estimated by comparig§8(6) computed foirg = 0.6 and Note that we usé. (6) for the cosmological parameter estima-
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Fig. 22. E-/B-mode decomposition of the correlation functions for tiaeatlel data (left) and the combined GEMS and GOODS datatjrig
The open circles shoéF and£® computed using a fiducial CDM model withog = 0.7 for the extrapolation in Eq. (9), whereas the dotted
lines correspond tog = 1.0 (upper line fore®, lower line foréB) andog = 0.6 (lower line for£E, upper line forgB). The thin solid lines show
ACDM predictions forog = (0.6, 0.8, 1.0). In the right panels we also plot the HO5 GEMS only estinfiatg® and¢® for og = 0.7 (crosses).
Note that the HO5 catalogue is slightly shallower.
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tion in Sect. 7, but plot the equivalent data vectoss:)(6) and There is good agreement between the error-bars determined
{yxyx)(0) in order to enable the comparison with HO5. from the jackknife method and from Gaussian realisations.

Only for scales of the order of the field size the jackknife
method significantly under-estimates the modelled errsiig a

6.5.1. GEMS and GOODS data does not account for large-scale cosmic variance. Notedbé g
agreement of the data with the results from HO5.

As we have shown in the previous sections, the GEMS and

GOODS data are not contaminated with significant non-lensig 5. 2. Parallel data

signals. We are therefore confident that the measured shear s

nal (right panel of Fig.24) is of cosmological origin. Whilewhile the measured shear correlation functions are roughly
we detect significant shear correlations at small angulslesc consistent with the plottedhCDM predictions forog ~ 0.8
consistent with predictions fo#rg ~ 0.6, both (y;y;)(6) and (left panel of Fig.24), one must be careful with its interpre
(yxyx)(0) are consistent with zero far > 5, which we inter- tation due to the detected indications for remaining syates
pret as caused by a large-scale under-density of the faradro(Sect. 6.1 and 6.3), even if they do not show up as B-modes.
structures in the CDFS. We thus postpone the cosmological interpretation of thalpar
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Fig. 24. Two-point correlation functiongyyy:) and{yyy«) for the parallel data (left) and the combined GEMS and GOOBR& (tight). In the
right panels we plot our estimate (open circles) both withetrors determined from Gaussian realisations (bold-#@os) and the Jackknife
errors (thin caps), and for comparison also the HO5 restitsées). The thin solid lines shawCDM predictions folog = (0.6, 0.8, 1.0). Note
the very low cosmic shear signal measured from the GEMS an@@®data for largé.

lel data shear signal to a future paper based on a largeretataransfer function as given in Efstathiou et al. (1992). lalike-

with further corrections for the remaining systematics. lihood analysis we marginalise over the uncertainty in both
and our redshift distribution.
7. Cosmological parameter estimation from the We plot the derived likelihood contours fotg, Qn,
GEMS and GOODS data and Q, in Fig. 25, where we use all galaxies with 6> 4

(Nga = 96 arcmin?) corresponding to a median redshift
Having shown that our GEMS and GOODS shear catalogugs= 1.46+ 0.12. For the more general mod&lthe data only

are not subject to significant non-lensing systematics, s weakly constrainQs(Qm = 0.3) = 0.64'34%, whereas more

our estimate of the shear correlation functions, binned4n &tringent constraints are found foig(Qm = 0.3) = 0.52°31,
logarithmic bins for 0058 < ¢ < 28'1, in combination with the or respectively, Qm(os = 0.6) = 0.26705,, reflecting ‘the

determined redshift distribution (Sect.5.3) for a cosrgelo marginalised 68% confidence regions with strong priors on
cal parameter estimation using a Monte Carlo Markov Chaipy, or og respectively. Assuming flatness (modil changes
(MCMC) technique (see e.g. Tereno et al. 2005) as detailg@ estimates only marginally tes(Qm = 0.3) = 0.51*3% and

in Hetterscheidt et al. (2006). Here we utilise the covar@anQ,(os = 0.6) = 0.25'2%7 respectively.

) K : . X L. . -0.08’
matrix derived from the Gaussian realisations. This is moti ysing the more conservative sample selection with

vated by the good agreement with the errors determined fregyN > 5. mgy < 27.0, Ngai = 72 arcmin?, zy, = 1.37+0.10

the jackknife method at small scales indicating rather lojads to a higher estimate efg(Qm = 0.3) = 0.59:21 or

impgct of _nqn—Gaussianity.. However, using ray—tracin.g—sing)m(g8 = 0.6) = 0.30*2%8 for modelA without significantly af-
ulations Kilbinger & Schneider (2005) and Semboloni et &ecting the error. In principle, one would expect that thelin
(2007) found that Gaussian statistics strongly underves® sjon of the faint galaxies increases the signal-to-noisthef

the covariances also for GEMS like surveys, which we furthghear measurement as both the galaxy number density and the

discuss below. o _ ~ lensing ¢ficiency increase. However, we can confirm the trend
For the parameter estimation we consider two simpigen by HO5 that the faintest galaxies appear to mainly add

ACDM cosmological models: noise and dilute the signal. This is also consistent withréhe

A: aA-universe withQm, Q, € [0, 1.5], sults from the STEP2 image simulations, where we find that

the shear calibration of our KSBimplementation is on aver-
age accurate te 3%, but shows a significant dependence on
both with fixed (v, Qy, ns) = (—1,0.042 0.95). We assume a magnitude, with a slight over-estimation at the bright end a
strong constraint = 0.70+ 0.07 for the Hubble parameter, asa ~ 20% under-estimation of the shear for the faintest galaxies
supported by the HST key project (Freedman et al. 2001) afMassey et al. 2007a). Given the on average good calibration
compute the non-linear power spectrum ugingofit (Smith found for our analysis of the STEP2 simulations, which incor

et al. 2003), with the shape parameter calculated accotdingporate a cut B\ > 4, we consider the estimate of for the
Sugiyama (1995 = Qnmhexp[-Qu(1+ V2h/Qm)], and the same cut to be more robust. Yet, as the magnitude and size dis-

B: a flat universeq, + Qx = 1 with Q. > 0,
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Fig. 25.Constraints omrg, Qn,, andQ, from the GEMS and GOODS data using all galaxies witN'S 4. The three large contour plots show
marginalised joint 2-dimensional 2, and 3r likelihood contours for modeA, whereas the small one was computed assuming flatness (model
B). For modelA the marginalised probability is plotted on the right foy, (top), Q4 (middle), andog (bottom), where the thick solid curves
correspond to the total marginalised values, while the $iiid (dotted) lines correspond, from top to bottom, to fixged= 0.7 (og = 0.6),

Qn =03 (05 =0.6),Q, =0.7 (Qm = 0.3).

tribution, and additionally also the noise correlatiorsswme- For this redshift distribution we findtg(Qm = 0.3) = 0.628&2
what diferent for the STEP2 simulations and our data, we efrg(Qm = 0.3) = 0.66'01}) in excellent agreement with the
pect a slight remaining systematic error also for the awerag05 results. We thus conclude that our lowgrestimate com-
shear calibration. Therefore, we use th&atence of the two pared to HO5 is mainly a result of our new redshift distribu-
estimates forrg as a conservative estimate of this uncertaintion based on the GOODS-MUSIC sample, and that the two
and take it into account as additional systematic erroldiig independent shear pipelines yield consistent results glsee

og(Qm = 0.3) = 0.52°) H(stat)+ 0.07(sys). For a future shearSect. 5.2).

tomography analysis this issue will need to be revisitedf as oy estimate of the statistical error includes the shapsenoi

does not only require accurate shear calibration on avebagie conribution, the estimated uncertainty of the redshitritiu-

also over the whole magnitude range. tion, and a Gaussian estimate for cosmic variance. Although
The constrained value fowg is significantly lower thereis good agreement of the errors from the jackknife odeth

than the estimates from other recent lensing surveys, eagd Gaussian realisations at small scales, we expect ta-unde

og = 0.86+ 0.05 (Semboloni et al. 2006) amd = 0.85+ 0.06 estimate cosmic variance due to non-linear evolution.iKgbr

(Hoekstra et al. 2006), both from the CFHTLS faf, = 0.3, & Schneider (2005) and Semboloni et al. (2007) found that

see Hetterscheidt et al. (2006) for a compilation of recetit e the Gaussian approximation can lead to a substantial under-

mates. Our results are consistent with= 0.8, Q, = 0.3 only  estimation for the correlation function covariance maimithe

at the 3r-level assuming Gaussian cosmic variance, which wen-linear regime. Using a fitting formula found by Sembalon

interpret as a substantial local under-density of the fanegd et al. (2007) we estimate that the diagonal elements ofthe

structures in the CDFS. In order to allow a clear comparisond¢ovariance matrix will be under-predicted by a facto~02.9

the HO5 results, who determiney(Qm/0.3)%° = 0.68+ 0.13, for a single source redshift plane at 1.4. As this corre-

we recompute our redshift distribution using thgi{mag) re- sponds to the median redshift of our galaxies and since our

lation (43), yielding a median redshift, = 1.12 (z, = 1.07) shear signal has the highest significance &9 6 < 5 (see

for the galaxies with AN > 4 (S/N > 5, mgos < 27.0). Then Fig. 24), which (logarithmically averaged) roughly coeads

we repeat the cosmological parameter estimation assuming a scalé ~ 2’, we estimate very broadly that we on average

redshift uncertaintyAz, = 0.1 to be consistent with HO5. under-estimate the cosmic variance contribution to thedev
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ance matrix by a factor of 2.9 leading to an error afg which the ACS COSMOS data (Massey et al. 2007b), from which cos-
is actually larger by- V2.9~ 1.7. mic shear can be measured on a wide range of angular scales.
Apart from the shear calibration uncertainty considered Given the high demands concerning the control over sys-
above, further systematic errors might be introduced hynint tematics for cosmic shear measurements with ACS, the dkrive
sic alignment of sources (Brown et al. 2002; King & Schneidéechnical expertise (see also H05; Jee et al. 2005a; Rhodks e
2002; Heymans & Heavens 2003; Heymans et al. 2004, 2008005; Rhodes et al. 2007; Leauthaud et al. 2007) will also be
Mandelbaum et al. 2006) or a correlation between the intrinf benefit for other weak lensing studies with the instrument
sic ellipticities of galaxies and the density field respblesi and possibly also other research fields requiring accui@ke P
for gravitational lensing shear, detected by Mandelbaual.et modelling.
(2006). Given the depth of the data analysed here, we how- Due to the weakness of the shear signal on the one hand,
ever expect that the impact of these twfteets will be small and the strong impact of poorly understood systematics ®n th
compared to the statistical uncertainties (see Heymank etodher hand, an analysis of identical datasets with more than
2006c¢). Further uncertainties arise from the limited aacyof one independent pipeline is of great value to check the-relia
the predictions for the non-linear power spectrum. Yetegiv bility of the algorithms employed. In this work we have inde-
that the measured shear signal is particularly low for largependently re-analysed the ACS observations of the GEMS and
(see Sect.6.5.1), which are led$eated by non-linear evolu- GOODS fields. If we assume the same redshift parametrisa-
tion, this cannot explain the low estimate«f for the GEMS tion, our shear estimates are in excellent agreement wéh th
and GOODS data. earlier results found by HO5 indicating the reliability afth
lensing pipelines. Such an independent comparison wid als
be highly desired both for the complete ACS Parallel Survey
8. Conclusions and outlook (Rhodes et al. in prep.) and the ACS COSMOS field (Massey
etal. 2007b). These comparisons, together with the refsaits
We have presented a cosmic shear analysis of a first setif STEP project, will aid the preparations of future space-
HST/ACS pure parallel observations and the combined GEMf3sed cosmic shear survey such as DUNE or SNAP, which will
and GOODS data of the CDFS. We estimate that our new cagach a very high statistical accuracy (Refregier et al.4200
rection scheme for the temporally variable ACS PSF reduq@@uiring the continued advancement of improved algorithm
the systematic contribution to the shear correlation fionst such as shapelets (Bernstein & Jarvis 2002; Refregier & Baco

due to PSF distortions te 2 x 107° for galaxy fields contain- 2003; Massey & Refregier 2005; Kuijken 2006; Nakajima &
ing at least 10 stars. This is currently the only techniqie taBernstein 2007).

ing the full time variation of the PSF between individual ACS Fina”y’ we want to stress the possib|e impact of the field

exposures into account. In the GEMS and GOODS data t§§ection on a cosmic shear analysis: TendraDeep Field
success of the PSF correction is confirmed by a numbersfyth was originally selected in a patch of the sky charac-
diagnostic tests indicating that the remaining level oteys terised by a low Galactic neutral hydrogen column density
atics is consistent with zero. For the parallel data we dethH = 8 x 10*%m2) and a lack of bright stars (Giacconi et al.
a low level of remaining systematics manifesting in a slightpo1). Additionally, it neither contained known relevartra-
average alignment of the measured galaxy ellipticitieshi tga|actic foreground sources nor X-ray sources from the ROSA
y—direction, which we interpret to be due to a lack of propeg| | -sky Survey Catalogueexcluding e.g. the presence of
dithering. We are currently further investigating thifeet and 3 |ow redshift galaxy cluster. Adami et al. (2005) present a
exploring ways to correct for it, which will be necessary fogetailed analysis of compact structures in the CDFS showing
the cosmic shear analysis of the complete set of ACS par@le presence of a chain-like structurezat 0.66, a massive

lel observations. Although the degradation of the ACS clartyroup atz = 0.735 embedded into a galaxy wall extending
transfer-iciency has not been found to be a problem for thesyond the 21x 21 field covered by the Vimos VLT Deep
early data analysed in this work, an in-depth analysis amd c8urvey (Le Févre et al. 2004), and a further massive group
rection will probably be required for the complete data se( a1z = 1.098 (see also Gilli et al. 2003; Szokoly et al. 2004;
also Rhodes et al. 2005, 2007). Furthermore the parallal dginzella et al. 2006). Wolf et al. (2004) identify a strondpog

are rather inhomogeneous regarding depth and extinc@, r gyer-density at ~ 0.15, which is too close to produce a sig-
ing the need for a well calibrated field-dependent redsisf d pificant lensing signal. Given the lack of massive structure
tribution. It will also be necessary to carefully excludg/ ae- 5t |ower redshifts B < z < 0.6 with high lensing #iciency,
lection bias which might arise for certain classes of prytar-  one would expect to measure a shear signal biased to lower
gets, particularly galaxy clusters. Once these remainb®ie® values in this field as a result of strong sampling variance.
cles are overcome, it will be possible to measure cosmicrshgerefore it is not surprising that our local single fieldi-est
at small angular scales with unprecedented accuracy frem fhate of g cors(Qm = 0.3) = 0.52"$ 1i(stat)+ 0.07(sys) based
complete ACS Parallel Survey, with a strong reduction béth gn a source redshift distribution derived from the GOODS-
the shape noise and cosmic variance error due to many indepgus|c sample (Grazian et al. 2006), is incompatible at the

dent pointings. The main limitation of the cosmologicakirt . 35-level assuming Gaussian cosmic variance with recent re-
pretation of the data might then arise from the current amur

of theoretical predictions for the non-linear power spattiat  ° seehttp://www.mpe.mpg.de/~mainieri/cdfs_pub/index.
small scales. An interesting comparison will be possibl#wihtml
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sults of other weak lensing studies (e.g. Hoekstra et al620@nd by the Deutsche Forschungsgemeinschaft under pr@&itN
Semboloni et al. 2006), which probe much larger regions 8426-1, ER 322-1.
the sky. Kilbinger & Schneider (2005) and Semboloni et al.
(2007) |nve_st|gate the |mpac_:t of non-Gaussianity on COSMUL £ ances
shear covariances. From their results we broadly deterarine
under-estimation of the cosmic variance contribution toeser  Adami, C., Mazure, A, llbert, O., et al. 2005, A&A, 443, 805
ror onog by a factor~ 1.7, indicating that the CDFS is still Anderson, J. & King, I. R. 2006, Instrument
an exceptionally under-dense field, but with a lower signif- Science Rep. ACS 2006-01 (Baltimore: STScl),
icance & 20) than under the Gaussian assumption. @gr  httpy//www.stsci.ed¢hsyacgdocumentssrgisr0601. pdf
estimate is also significantly lower than the HO5 results &acon, D., Refregier, A., & Ellis, R. 2000, MNRAS, 318, 625
o8(Qm/0.3)°%° = 0.68+ 0.13 due to the deeper redshift disBacon, D. J., Massey, R. J., Refregier, A. R., & Ellis, R. S.
tribution found in our analysis with a median source red- 2003, MNRAS, 344, 673
shift z, = 1.46+ 0.12. Recently Phleps et al. (2006) found 8artelmann, M. & Schneider, P. 2001, Phys. Rep., 340, 291
strong deficiency of faint red galaxies in the CDFS for thBaugh, C. M. & Efstathiou, G. 1994, MNRAS, 267, 323
redshift range @5< z< 0.4 indicating a substantial under-Bernstein, G. M. & Jarvis, M. 2002, AJ, 123, 583
density, which is in excellent agreement with the low shégr s Bertin, E. & Arnouts, S. 1996, A&AS, 117, 393
nal found in our analysis. Bradac, M., Clowe, D., Gonzalez, A. H., et al. 2006, ApJ, 652

We believe that the CDFS represents a somewhat extrem837
case. However, also other cosmic shear studies which abseéBvainerd, T., Blandford, R. D., & Smail, 1. 1996, ApJ, 466,362
a low number of small “empty fields” could be slightly bi-Brown, M. L., Taylor, A. N., Bacon, D. J., etal. 2003, MNRAS,
ased just due to this prior selection. Such a bias can of eours341, 100
be eliminated either with the observation offstiently large Brown, M. L., Taylor, A. N., Hambly, N. C., & Dye, S. 2002,
fields or truly random pointings, which are realized ingopd a MNRAS, 333, 501
proximation for a large fraction of the fields in the ACS Pkalal Bunker, A. J., Stanway, E. R., Ellis, R. S., McMahon, R. G., &
Survey. McCarthy, P. J. 2003, MNRAS, 342, L47

We plan to further investigate the peculiarity of the CDFE&asertano, S., de Mello, D., Dickinson, M., et al. 2000, AJ,
based on a shear tomography analysis with photometric red120, 2747
shifts derived for the full GEMS field, also using deep groundCasertano, S., Ratnatunga, K. U., & fiths, R. E. 2003, ApJ,
based optical images from the MPESO 2.2m telescope 598,L71
(Hildebrandt et al. 2006) in combination with infrared ineag Clowe, D., Bradac, M., Gonzalez, A. H., et al. 2006, ApJ, 648
from the ESO 3.5m NTT (Olsen et al. 2006b,a). If the low es- L109
timate forog cprsindeed stems from an under-density of foreCoe, D., Benitez, N., Sanchez, S. F., et al. 2006, AJ, 132, 9
ground structures we would expect an increased shear sigdak, C. 1997, Instrument Science Rep. OSG-CAL-
for a high-redshift sample of source galaxies due to the-spec97-06 (Baltimore: STScl), httpwww.stsci.edy
troscopically confirmed structuresat 0.735 andz = 1.098. hsyobservatorydocumentgsrg/velocity. pdf
Comparing the results with ray-tracing through N-body sim€ox, C. & Gilliland, R. L. 2002, in The 2002 HST Calibration
lations we aim to further quantify the rarity of such an under Workshop. (Baltimore: STScl), p.58
dense foreground field. Cristiani, S., Appenzeller, I., Arnouts, S., et al. 2000, A&
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